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We introduce an algorithm to synthesize missing geometry for a given tri-
angle mesh that has “holes.” Similarly to previous work, the algorithm is
context-based in that it fills the hole by synthesizing geometry that is similar
to the remainder of the input mesh. Our algorithm goes further to impose a
coherence objective. A synthesis is coherent if every local neighborhood of
the filled hole is similar to some local neighborhood of the input mesh. This
requirement avoids the undesired features, which can happen in context-
based completion. We demonstrate the algorithm’s ability to fill holes that
were difficult or impossible to fill in a compelling manner by earlier ap-
proaches.
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1. INTRODUCTION

Physical artifacts often contain holes of missing geometry. Such
holes are not the result of scanning, but rather come from the source
objects themselves, which might be broken or incomplete. It is de-
sirable to fill the holes in a manner that produces a compelling ren-
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dition of the complete geometry. We focus on the completion of
holes with disc-like topology, which is a longstanding problem, and
remains open especially for large holes. Such holes are particularly
common in archaeology, where the artifacts are often found broken
and missing large pieces.

Completing missing data is an inherently ill-posed problem.
What makes for a good completion in one setting might not be in
another. Examining the problem broadly, Ju [2009] considers ge-
ometric and topological correctness; but even such “correct” com-
pletions might not be compelling for some applications (see Fig. 1).
For sufficiently small holes, a completion that is as smooth as pos-
sible can be effective [Verdera et al. 2003; Liepa 2003], but this
approach does not generalize to larger holes covering prominent
geometric features.

Researchers have considered filling larger holes by copying
patches from other areas in the same object [Sharf et al. 2004; Ben-
dels et al. 2005] or from a corpus of similar objects [Kraevoy and
Sheffer 2005; Pauly et al. 2005; Gal et al. 2007]. We are inspired
to build on such “context-based” approaches. They allow us to har-
ness the knowledge that has been gained about example-based im-
age synthesis, in which images or portions of images are synthe-
sized from given exemplars [Kwatra et al. 2005]. In our setting, the
input geometry is considered to be the exemplar, and the hole is
considered to be the synthesis target.

A limitation of existing context-based approaches is that they
may synthesize geometric features that are very different from
those found on the original geometry. We consider a new objective
that avoids this pitfall: coherence of the filled hole to the exemplar.
A completion is coherent if every local neighborhood of the com-
pletion is similar to some local neighborhood of the exemplar. As
seen in Fig. 1, the consideration of this objective results in com-
pelling completion.

Contributions: We present a coherent surface completion method
with state-of-the-art results for large holes. Our method is fully au-
tomatic and does not require parameter tuning. We present an eval-
uation of the approach on a number of challenging cases. Moreover,
we demonstrate that our technique can be utilized for holes that are
not necessarily disk-like, such as ragged holes from scanned data.
The coherence of our completion is achieved through three key
ideas. First, we formulate geometric hole completion as a global er-
ror minimization process (§3). Second, we propose a neighborhood
similarity metric to establish exemplar-target correspondences, us-
ing both global and local information (§4-5). Third, we suggest
a surface modification technique that minimizes the global error,
while maintaining a proper triangulation of the surface (§6).

2. RELATED WORK

Ju [2009] offers a comprehensive survey of hole filling. Techniques
may be classified as volume- or surface-based:
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(a) original object (b) hole (c) detail-preserving (d) context-based (e) our completion

Fig. 1. Completing a hole on Hygeia. (e) Our hole completion better captures the structure of the eye compared to (c) the detail-preserving completion
of [Davis et al. 2002] and (d) the context-based completion of [Sharf et al. 2004]. Our algorithm synthesizes the geometry by coherently drawing from the
remainder of the model as an exemplar.

Volume-based methods convert the input mesh into a signed dis-
tance function over a volumetric grid. The function is then propa-
gated using diffusion [Davis et al. 2002; Verdera et al. 2003; Guo
et al. 2006], patching while enforcing minimum area [Ju 2004],
or morphological operations [Bischoff et al. 2005]. The completed
mesh is then extracted from the zero-level set of the distance func-
tion. The main benefit of this approach is its robustness in resolving
geometric errors, i.e., the produced mesh is a manifold without self-
intersections. The major drawback is the loss of geometric detail,
even in areas far from the hole.

Surface-based methods operate directly on the given mesh, typ-
ically using one of three approaches: (i) triangulating the poly-
gon delimiting the hole, then remeshing and smoothing to improve
quality [Liepa 2003; Clarenz et al. 2004; Pernot et al. 2006; Zhao
et al. 2007]; (ii) employing scattered data fitting techniques, such
as Moving Least Squares [Wang and Oliveira 2007] or Radial Basis
Functions [Branch et al. 2006; Chen and Cheng 2008] to smoothly
fill the hole; (iii) context-based synthesis using the input mesh
[Sharf et al. 2004; Bendels et al. 2005] or a corpus of exemplar
meshes [Kraevoy and Sheffer 2005; Pauly et al. 2005; Gal et al.
2007]. Context-based synthesis may be followed by texture syn-
thesis [Breckon and Fisher 2005; Nguyen et al. 2005; Xiao et al.
2007]. Additional information, such as global symmetry [Pauly
et al. 2008; Xu et al. 2009] or an image [Xu et al. 2006; Park
et al. 2006] can also assist the completion process. The benefits
of context-based approaches are that they can recover lost geomet-
ric features, to the extent that the exemplars serve as good priors. In
addition, regions far from the hole are not affected. The drawbacks
of these approaches are the lack of robustness in the case of noisy
data and the difficulty in preventing geometric intersections. Our
method belongs to the family of context-based approaches. Differ-
ently from previous methods, ours also enforces coherence.

Coherence is a defining aspect of our approach, and here we de-
scribe its application in other contexts. The importance of coher-
ence for image synthesis was established by Efros et al. [1999].

This concept was recently used for image synthesis [Kwatra et al.
2005], video completion [Wexler et al. 2007], video summariza-
tion [Simakov et al. 2008], geometric texture synthesis [Zhou et al.
2006], fluids texturing [Kwatra et al. 2007], and solid texture syn-
thesis [Kopf et al. 2007].

In the context of 3D completion, Pauly et al. [2005] propose a
method that retrieves suitable context models from a database and
consistently blends the warped models to obtain the final consoli-
dated 3D shape. The entire hole is expected to match a single region
of the deformed mesh. Moreover, it is assumed that there is some
valid information also inside the hole (i.e., “floating” points), which
is a reasonable assumption for some kinds of scanned data. We do
not make these assumptions and therefore are able to address cases
where the hole is devoid of any data, as well as cases where infor-
mation is available on the interior. Moreover, we handle cases when
no single region exists that can be copied to complete the hole.

3. PROBLEM STATEMENT & ALGORITHM
OUTLINE

(a) context-based (b) coherent

Fig. 2. Context-based coherent com-
pletion. (a) The completion is context-
based if it uses the geometry of the input
surface S. (b) The target T is coherent
with the source S if every patch of T is
contained in S.

Let S denote the source,
the input surface, and
T denote the target, the
unknown surface that
completes the hole. We
define a patch around
vertex v to be the con-
nected neighborhood
that falls within a ball
of radius R centered
at v. The completion
is context-based if T
is completed using the
geometry of S. We say
that T is coherent with
S if every patch of T is
contained in S (Fig. 2).
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(a) model with hole (b) coarse: smooth (c) coherent completion (d) fine: projected (e) result

Fig. 3. Algorithm outline. Given an object with a hole (a), it is simplified and the hole is smoothly completed on the simplified model (b). This smooth
completion is modified to get a coherent context-based completion (c). Next, the smooth completion of the fine object is projected onto the modified simplified
object (d) and modified to get the final result (e).

Let Ti and Sj be patches in T and S respectively, and D(Ti, Sj)
be a scalar-valued dissimilarity metric between the two patches. We
measure the coherence error between T and S as

ε(T, S) =
1

NT

∑
Ti⊂T

min
Sj⊂S

D(Ti, Sj) , (1)

where NT is the number of patches in T .
Our goal is to complete a given hole by minimizing the coher-

ence error. Algorithm 1 performs this task (Fig. 3). It begins with
some initial completion. We show that several initial completions
are possible and that our algorithm is robust to the selected initial-
ization (§8). Next, for each target patch several candidate source
patches are found using a multi-scale signature (§4). From there,
the target surface is iteratively refined to minimize the coherence
error. The refinement procedure iterates over two steps: First, for
each target patch the most similar source patch among the candi-
dates is found (§5). Second, the locations of the target vertices are
adjusted to reduce the coherence error, while avoiding degenera-
tion of the mesh (§6). The iterative refinement is accelerated by a
coarse-to-fine approach, where larger neighborhoods are first used
to reduce low frequency error, and finer neighborhoods then reduce
high frequency error (§7). Our implementation employs two scales.

Algorithm 1 Our context-based coherent completion algorithm
1: Initial completion of the hole
2: For varied object resolutions (from coarse to fine)
3: For each target patch
4: Find candidate similar source patches (§4)
5: While the current error ε(S, T ) decreases:
6: For each target patch
7: Find the most similar patch among the candidates (§5)
8: Update the target according to the patches found in L7 (§6)
9: Project the target of the fine object to the coarse object (§7)

4. CANDIDATE SELECTION OF SIMILAR
PATCHES

Our goal is to replace each initial target patch with a better one. Ac-
curacy in choosing the “right” patch is necessary for the completion
to be compelling. Most works that address similarity of patches (as
opposed to points) describe them using local information. Heider
et al. [2011] present a survey on local shape descriptors. Examples
of such information are the distances and the directions from cor-
ners and centers of embedding volumetric cells [Sharf et al. 2004],
the extremum and the average of the curvatures [Park et al. 2006],
and geodesic fans [Zelinka and Garland 2004; Bendels et al. 2005].
However, in our case, the initial completion is not necessarily accu-
rate and therefore, the local information cannot be trusted. Instead,
we wish to use a multi-scale information.

Moreover, in addition to seeking for a good descriptor, we do
not simply select the patch whose descriptor is the most similar.
Instead, we view the similar patches as “hints” regarding the loca-
tions where the most similar patch may be found. Candidate selec-
tion is performed once for each object resolution, by calculating a
descriptor for each patch and choosing the patches with the similar
descriptors as candidates.

Patch descriptor: Our descriptor extends the Heat Kernel Sig-
nature (HKS) [Sun et al. 2009; Vaxman et al. 2010] from points
to patches. The HKS is an intrinsic point signature that describes
the diffusion of heat across the surface over time. The heat kernel
ht(x, y) records the heat transferred from point x to point y at time
t, given a unit heat source at x at time 0. It is restricted to the tem-
poral domain by considering only ht(x, x). Hence, the heat value
over different times provide an effective multi-scale signature for
shape matching.

To represent patches, we propose to consider statistical informa-
tion on the HKS values in the patch. Our descriptor consists of two
parts. The first is the average of the HKS values of the patch’s ver-
tices. Averaging is performed for each time t of the HKS, resulting
in a vector of averages (HKSµ). The second part is the variance of
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these signatures, resulting in a vector of variances (HKSσ2 ). Given
a patch Pi, its descriptor is

HKS(Pi) = {HKSµ(Pi)[0,1],HKSσ2(Pi)[0,1]},

where the notation [0, 1] indicates that each part is normalized sep-
arately to the range [0, 1], by setting the L∞-norm to 1.

Fig. 4. HKS can
be precomputed
once, as it hardly
changes throughout
the iterative process of
our algorithm.

We calculate the HKS, as well as our
patch descriptor, once. This can be done
since it scarcely changes throughout the
iterative process of our algorithm (§5-6).
For instance, the maximum percentage
of change in the marked yellow vertices
in Fig. 4 is 0.33% in vertex 1, 0.02% in
vertex 2, and 0.0079% in vertex 3.

The question is which time domain
should be used. The larger the time do-
main, the wider the range that the two
patches must match. Since this range
may vary for different objects, we con-
sider three time domains, which we em-
pirically found to be beneficial for nor-
malized objects. The first is the entire
time domain, the second is the lower
3/4, and the third is the lower half.
Thus, for each patch we have three de-
scriptors, each compared only to descriptors having the same time
domain.

In our implementation, the entire time domain is calculated as
suggested by Sun et al. [2009]. That is, for each model, we compute
300 eigenvalues (λi) and eigenvectors for the Laplace-Beltrami op-
erator. Then, we uniformly sample 100 points in the time interval
[4ln(10)/λ300, 4ln(10)/λ2].

Dissimilarity measure: Given a target patch Ti ⊂ T , for each of
its three descriptors we search for the k most similar source patches
Sj ⊂ S , j = 1, ..., k (we use k = 0.1% of total source vertices).
We define the dissimilarity measure between Ti and Sj as

||HKSµ(Ti)− HKSµ(Sj)||2 + ||HKSσ2(Ti)− HKSσ2(Sj)||2.
(2)

Evaluation: Fig. 5 shows centers of target patches in red and their
most similar source centers in yellow. It can be seen that our patch
descriptor significantly reduces the number of erroneous correspon-
dences compared to the original HKS [Sun et al. 2009]. In these
illustrations the entire time domain was used for both descriptors.

5. PATCH SIMILARITY

Our goal is to replace the initial completion with one that is both
context-based and coherent. To do so, we would like to minimize
the coherence error (1). Using the above procedure (§4), each target
patch Ti is matched to a limited set of source patches S(Ti) ⊂ S.
Thus, (1) can be modified to be

ε(T, S) =
1

NT

∑
Ti⊂T

min
Sj⊂S(Ti)

D(Ti, Sj) . (3)

We minimize (3) by iterating over two steps. First, as our algo-
rithm is context-based, we find for each target patch its most similar
source patch among the candidates. Second, we modify the entire
target to make it coherent. This section focuses on patch similarity
and the next on the modification.

(a) The matching results with HKS

(b) The matching results with our patch descriptor

Fig. 5. Our descriptor outperforms HKS. The centers of the target
patches are marked in red and the centers of the corresponding source
patches are marked in yellow. The target is smooth due to our initializa-
tion and does not include the detailed geometry (e.g. valleys) of the eye.
Therefore, the HKS errs when looking for matches. Our patch descriptor,
on the other hand, finds the expected matches.

While (2) gave us patches that are similar globally, we now
choose among them a patch that is similar locally. Given the set
of candidate matching patches for Ti, S(Ti) ⊂ S, we would like
to choose the most similar patch, by using a different similarity
measure from the one used in (2). This is done by a rigid align-
ment combining translation, rotation, and reflection. To find the
rigid transformation, we use the HKS, already calculated, to find
for each vertex in Ti its matching vertex in Sj ⊂ S(Ti). Using
these matching pairs we calculate the rigid transformation between
Ti and Sj by solving a least-squares minimization problem. Let
vTi
k be a vertex of Ti, v

Sj

k be its matching vertex in Sj , ni be the
number of target vertices in Ti, and t be the translation vector from
the center vertex of Sj to the center vertex of Ti. We seek an orthog-
onal matrix R (expressing rotation and reflection) that minimizes

D(Ti, Sj) =

ni∑
k=1

||(Rv
Sj

k + t)− vTi
k ||

2. (4)

We solve for R using the shape matching approach of Müller
et al. [2005]. This process can be viewed as an ICP-like
method [Rusinkiewicz and Levoy 2001]. However, unlike ICP, the
matching vertices are found using HKS. This allows us to match
a smooth target patch to a source patch with details. At the end,
for each target patch, the minimizer of D(Ti, Sj) among all source
patches is selected.

To illustrate the importance of combining global (§4) and local
(§5) similarities, consider Fig. 6-7. Fig. 6 illustrates that examining
several similar patches for each target patch (§4) and choosing the
best patch among them (§5) is better than using only the single
most similar patch. In Fig. 7, consider the depicted hole. Using only
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Fig. 7. Our patch similarity outperforms state-of-the-art results. Given the violet patch in the smooth initialized target, the yellow patches are found using
the (1) maximal curvature of the center vertex, (2) mean of the maximal curvature, (3) shape index [Koenderink and van Doorn 1992], (4) spin image [Johnson
and Hebert 1999], (5) HKS [Sun et al. 2009] at small t’s of the center vertex, and (6) mean of the HKS values at small t’s. Since our descriptor considers global
information and our patch similarity considers local information, it allows us to find the blue patch, which is the patch we seek.

(a) considering only the most similar patch
according to (2)

(b) considering several similar patches (§4)
and finding the best match among them using (4)

Fig. 6. The benefit of using two distinct matching procedures. The cen-
ter of a target patch is marked in red and the center of its most similar source
patch in yellow. Evidently, the matching is improved when considering sev-
eral similar patches and using two distinct matching procedures.

local information for the smooth target patch (violet dot), we may
find many similar patches at various locations (yellow dots). Using
instead a global-local metric, we find a single corresponding patch
(blue dot). This is so, as many patches are similar to the initial
smooth target patch, but only a few match its global surroundings.

6. COHERENCE-ERROR MINIMIZATION

The aim is to move the target vertices, so as to decrease the co-
herence error of (3). This is done by minimizing the dissimilarity
between the target and the source patches D(Ti, Sj). Let us first
explore the pitfalls we encountered with a preliminary naïve ap-
proach.

Naïve approach: Let v ∈ Ti be a vertex in the target region, Tv

be the group of M target patches that contain v, and Sv be the
group of their corresponding most similar source patches (as per
§5). For each patch Sm ⊂ Sv, we identify an anchor point um
that best fits v when Sm is aligned to Tm ⊂ Tv. (i.e., the closest
point on the aligned source patch). Note that um is some point
lying on the surface Sm, but not necessarily a vertex point. Let

ũ1, ..., ũM be the positions of the anchor points after applying the
rigid transformation of (4) that aligns the source to target patches.

The contribution of v to the coherence error is derived from its
contribution to (4) for all Tm ⊂ Tv:

εv =
1

NT

M∑
m=1

(v − ũm)2.

Minimizing this quadratic in v yields the locally ideal position

vd =
1

M

M∑
m=1

ũm. (5)

Pitfalls with the naïve solution: While vd indeed reduces the co-
herence error contribution of v more than any other position, we
found that it produces a solution that is overly smooth: vd is the
average of all ũm, and in effect we have attracted the target vertex
toward an averaged (smoothed) version of the source data. This ef-
fect is especially noticeable on the surface’s features, such as ridges
and valleys.

Moreover, this solution does not take into account the contribu-
tion to the coherence error of source vertices that lie in the target
patches, i.e., those in the neighborhood of the target’s boundary.
Therefore, the solution might not fit its surroundings, which will
cause irregularities along the boundary of the target. These two ef-
fects are demonstrated in Fig. 8.

A third problem that arises is that if each target vertex moves
independently, geometric intersections might occur.

(a) naïve solution (b) our solution

Fig. 8. Problems of the naïve solution. The eye is smoother than ex-
pected (red arrow) and contains irregularities on the boundary (black ar-
rows).
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Solution to the smoothness problem: Our initial completion is
smooth and therefore lacks features. To get a compelling comple-
tion, we would like the target to have feature lines that are consis-
tent with those of its surroundings. To do so, we utilize a vector
field that conforms with the features of the object. This field is used
to rate the fit between the target patch and its corresponding source
patch, which will be employed as weights in (5).

The normalized vector field we use is the feature-line field pro-
posed by Leifman et al. [2012], which is strongly affected by
the feature lines, in particular ridges and valleys. Briefly, this
field is set to be perpendicular to the ridges and valleys, point-
ing outward at the valleys and inward at the ridges (Fig. 9).

Fig. 9. The feature line field
near the eye of Hygeia. The
field is perpendicular to the
ridges and valleys (yellow) and
interpolated smoothly to the rest
of the object (red).

To compute the field, first the
faces through which the ridges
and valleys pass are found
[Ohtake et al. 2004]. Next, all
the vertices that belong to these
faces are marked. If such a
vertex shares a face with ex-
actly two marked vertices, it
is assigned a line field direc-
tion. The field is interpolated
smoothly to the rest of the
object, by utilizing the Lapla-
cian as the smoothness mea-
sure. This means that the field
near the ridges and the val-
leys of the source continues
smoothly into the target, as if
there were features at the target.

It should be noted that
though the use of the Laplacian
operator is widespread in the literature [Fisher et al. 2007; Xu
et al. 2009; Kolomenkin et al. 2011] and gives us good results,
other operators are also possible, e.g. a biharmonic equation, or an
anisotropic method.

Once the field is computed, we use it to set a weight indicating
the desirable impact of ũm on vd from (5). Let fTm

k be the field’s
vector at a vertex of Tm and fSm

k be the field at its closest vertex in
the transformed source patch Sm. The weight wmk of the dissim-
ilarity between the vectors is set such that a ridge or valley vertex
gets a high value, since we have more confidence in the direction of
the field in these vertices. In practice, the weight of this dissimilar-
ity is set to the number of vertices in Tm (nm), whereas the weights
of the other vertices are set to 1. The dissimilarity between the two
patches is defined as

dm = diss(Tm, Sm) =
1

w̄m

nm∑
k=1

wmk||R fSm
k − fTm

k ||2,

where w̄m =
∑nm
k=1 wmk.

This dissimilarity is used as a weight for the aligned anchor
points. We replace the averaging in (5) with the weighted average

vd =
1

d

M∑
m=1

d−5m ũm, where d =

M∑
m=1

dm. (6)

Handling the irregularities of the boundary: We utilize the con-
tribution to the coherence error of the source vertices in the neigh-
borhood of the target’s boundary to reduce the irregularities. For
these vertices, we know both the desirable position, calculated in
(6) and the correct position, which is the input position (as source

vertices do not move). The difference between these positions de-
fines an offset vector.

We consider these error vectors as an initial offset field. This vec-
tor field is then interpolated smoothly into the target by utilizing the
Laplacian, similarly to the feature field. Assuming the offset vector
on a target vertex v is δv, the sought-after position for v becomes

vd =
1

d

M∑
m=1

d−5m ũm + δv. (7)

Solution to geometric intersections: To avoid self-intersections,
we perform the update in (7) gradually, in several steps. Let ṽdq ,
q = 1, ..., Q, be the position of v after the qth update step, where
ṽ0 = v. Our update rule (where Q = 10 in our implementation) is

ṽdq = ṽdq−1 +
1

Q
(
1

d

M∑
m=1

d−5m ũm + δv︸ ︷︷ ︸
vd

−ṽdq−1).

Each such update step is followed by a mesh repair step, which
removes long and skinny triangles and very large or very small tri-
angles. Long or small triangles might cause self-intersections when
adjacent vertices move. Large triangles prevent our algorithm from
representing small geometric details. Mesh repair performs edge
flips, edge collapses, triangle collapses, or edge splits (in the case
of large triangles). In our implementation, an edge is flipped if the
sum of its two counter angles is larger than π; an edge is split if it
is longer than 1.5 times the averaged edge length; a triangle is col-
lapsed if its area is smaller than 0.01 of the average triangle area;
and an edge is collapsed if its adjacent angle is smaller than 10◦.

7. BI-LEVEL COMPLETION

In a patch-based algorithm, such as ours, a fundamental consid-
eration is the size of the patches. Large patches are essential for
capturing the low frequencies of the object, whereas small patches
are important for capturing the high frequencies. Moreover, since
all the computations in §5–6 depend on the size of the patch, larger
patches result in a slower computation. In order to avoid long run-
ning times and still be able to get completions that correctly capture
the low frequencies of the object, we use a bi-level algorithm (line
2 in Algorithm 1).

In particular, we first simplify the object to 1
50

of its size [Gar-
land and Heckbert 1997]. The target on the simplified object is then
modified, as explained in §5-6, using patches whose size is 1%
of the object’s surface area. Next, the results for the coarse object
are mapped to the fine object to get an initialization. Finally, the
fine object is refined by reapplying the algorithm (§5-6) to smaller
patches. The patch size is determined according to the size of the
features on the input object, as explained below.

We would like the radius of a patch to be slightly larger than that
of a feature, e.g., a valley and its immediate surroundings. This al-
lows us to capture these features. To find this size, we roughly clas-
sify the object’s vertices into three categories: background, promi-
nent features, and sharp features or noise. To model this classifi-
cation and to find the three sizes of features, we use a Gaussian
mixture model (GMM). We first calculate the maximal curvature
of all the vertices at the source patches that were found to match
any target patch. Then, we approximate the histogram of the curva-
tures with a GMM with three Gaussians f =

∑3
i=1 αiG(µi, σi),

where µi and σi are the mean and the standard deviation of the
ith component and, αi is its weight, where

∑3
i=1 αi = 1 (see
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(a) original (b) hole (c) [Sharf et al. 2004] (d) our completion

Fig. 11. Completing a hole on David’s hair. Both our completion and Sharf et al. [2004]’s look natural, however, our completion is more similar to the
ground truth due to our coherence requirement.

(a) maximal curvature (b) histogram of maximal curvature

Fig. 10. Patch size calculation. (a) The absolute value of the maximal
curvature is calculated on the relevant source patches. (b) Three Gaussians
are fit to the histogram of these values. The green Gaussian represents the
features of the eye.

Fig. 10). The parameters αi, µi, and σi are automatically estimated
using the Expectation Minimization (EM) method [Dempster et al.
1977]. The Gaussian with the smallest mean represents the back-
ground, the one with the medium mean represents the prominent
features of the object, and the one with the highest mean repre-
sents the sharp features and noise. We set the radius of a patch to
be slightly larger than that of a prominent feature by setting it to
R =

(
1

|eavg |·µ2
+ 1
)
·|eavg|. To understand this formula recall that

1
µ2

is the radius of curvature of the prominent feature, so 1
|eavg |·µ2

indicates the number of times the average edge (|eavg|) appears in
the feature.

8. RESULTS

Qualitative evaluation: Figs. 1,11-16 show several examples
where appealing completions of large holes are produced by our
algorithm. In particular, Fig. 1 is mentioned by Sharf et al. [2004]
as a limitation of their context-based algorithm. We show the re-

Fig. 12. Our completion integrates the information from several re-
gions (in magenta) to complete the curl (in dark blue).

sults side-by-side to demonstrate that our algorithm indeed handles
this challenging case of a broken eye. Fig. 1 also compares our re-
sult to that of Davis et al. [2002]. We note that this detail-preserving
method manages to capture the overall structure of the missing re-
gion, but not the fine details. In contrast, our method reconstructs
the details, such as the structure of the eye.

Fig. 11 provides another comparison, completing a curl of
David’s hair. Both completions look pretty natural, nevertheless,
our completion is closer to the original curl. This example is diffi-
cult since the missing curl does not appear elsewhere in the object.
The strength of our method is in its ability to integrate information
from several areas, as illustrated in Fig. 12.

Fig. 13 compares our result to that of Bendels et al.[2005]’s. It
can be seen that our result is not as smooth and therefore, better
captures both the structure of the bunny’s leg and its 3D texture.

Figs. 14-16 demonstrate the applicability of our algorithm to ar-
chaeological artifacts. Archaeology has recently attracted a lot of
attention in computer graphics, and graphics research has much to
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(a) original (b) hole

(c) [Bendels et al. 2005] (d) our completion

Fig. 13. Our completion manages to reconstruct the structure of the
leg, as well as its 3D texture.

offer. In this domain, the objects are commonly found broken and
archaeologists are interested in visualizing the shape of an object
before it was broken. Since the models in this domain are noisy
due to erosion and other processes the objects underwent after re-
maining underground for thousands of years, smooth completions
are inadequate. Also, large pieces of the objects cannot be copied
to complete the holes, since no identical or symmetric parts exist.
Nevertheless, our algorithm manages to complete the holes reason-
ably well.

Fig. 17 presents several results, where different sizes of holes
are considered. Our method manages to capture the structure of the
column even when the holes are large, however, as expected, the
quality of the completion slowly degrades as the hole grows.

Quantitative evaluation: To evaluate our results not only qualita-
tively, but also quantitatively, we calculate the MSE and the Haus-
dorff distances between the original (unbroken) object and its com-

(a) hole (b) our completion

Fig. 14. Completing a manually broken Hellenistic oil lamp. Notice
that the inner circle is restored even though its width is smaller in its coun-
terpart. The cupid’s belly is also restored in a compelling manner, even
though the two cupids differ. Our completion uses the regions marked in
purple.

(a) hole (b) our completion

Fig. 15. Our algorithm manages to capture the structure of the relief,
although the width and the shape of each strip is different. The structure
of the strips is reconstructed only where it should, whereas the rest of the
hole is reconstructed smoothly. Our completion uses the regions marked in
purple.

(a) hole (b) our completion

Fig. 16. Our result successfully captures the 3D texture of the lamp.

(a) hole

(b) our completion

Fig. 17. Our completion results look compelling even as the size of the hole grows. This is demonstrated on a column model. The rightmost example
shows a limitation of our algorithm: When the neighborhood of the hole does not contain prominent features, the algorithm does not have enough information
to produce these features.
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[Davis et al. 2002] [Liepa 2003] [Ohtake et al. 2003] [Ju 2004] noisy initialization

Fig. 18. Our descriptor is robust w.r.t. the initial completion. The centers of the source patches, which correspond to the target patches (target in red), are
marked in yellow. Their location hardly changes when different initializations are used. Since the methods of [Davis et al. 2002; Ohtake et al. 2003; Ju 2004]
change the entire object, for fair comparison we projected our initial target to the result of these algorithms.

[Davis et al. 2002] [Liepa 2003] [Ohtake et al. 2003] [Ju 2004] noisy initialization

(a) initialization

(b) our completion for each of the initialization methods

Fig. 19. Our algorithm is robust w.r.t. the initial completion. Even when the initialization is very noisy our algorithm handles it well.

Table I. Our completion outperforms others in terms of
distances to the original object.

This table compares the mean (top) and Hausdorff (bottom) distances
for the objects shown in this paper. Our results are compared to Voll-
fill [Davis et al. 2002] and to Polymender [Ju 2004]. The darker text
indicates the best result. All the numbers are multiplied by 10−3.

pletion. Table I compares our results to those of the two methods
whose codes are available [Davis et al. 2002; Ju 2004]. Our results
are consistently better, except for one case (Hausdorff on Igea). But
even in this case, visual inspection (Fig. 1) indicates that our com-
pletion is more natural.

Robustness to initialization: In all the results shown in this paper
we initialized our completion using the advancing front method of
Zhao et al. [2007]. We replaced the smoothing step in this algorithm
with the least-squares smoothing operator proposed by Sorkine and
Cohen-Or [2004], since it only requires a linear solver. Fig. 18-19
show that our descriptor as well as our final result are robust w.r.t.
the initial completion. Thus, other algorithms can also be used for
initialization.

Hole topology: Our algorithm was designed to complete large
holes having a disk-like topology, which despite years of research,
is still challenging. However, our algorithm can also handle other
types of topologies. Figs. 20-22 demonstrate the ability of our algo-
rithm to handle objects with both many small holes and holes with
annulus topology. The only modifications needed to our algorithm
is in the initialization phase. In the front-advancing technique that
we use [Zhao et al. 2007], we allow fronts to merge.

Running times: The algorithm was implemented in C/C++ and
ran on a 2.67Ghz Intel i7-processor laptop with 4Gb of memory.
The running time, which depends on the size of the object, the size
of the patch, and the size of the hole, is of several minutes. For
instance, on the Hellenistic oil lamp from Fig. 14, which consists
of 63000 vertices, where the radius of a fine patch is automatically
set by the algorithm to R = 4 · |eavg|, and the hole is filled with
682 vertices, the algorithm runs for 4 minutes. On Hygeia (Fig. 1),
which consists of 134000 vertices, where the radius of a fine patch
is set by the algorithm to R = 7 · |eavg|, and the hole is filled with
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(a) holes (b) our completion

(c) annulus topology (d) large hole

Fig. 20. Completing many holes with various topologies. Holes of dif-
ferent sizes and topologies are completed on a scanned model of a horse.
The second row zooms-in into a completion of an annulus hole on one of
the horse’s legs (left) and on a large hole on the saddle (right).

1346 vertices, the algorithm runs for 15 minutes. Most of the time
is spent on the patch similarity step (§5) of the fine object.

Limitations: Our algorithm has a few limitations. First, when the
hole is large and there are not enough features on its surround-
ing area, the completion might be smoother than we wish. This
is so, since a large hole might result in an initial completion that
is too far from the desired shape of the missing region and thus,
has a descriptor that does not characterize the original object well.
Moreover, having no features on the surroundings of the hole might
cause our patch similarity to prefer the smooth patches among the
erroneous selected candidates. This is demonstrated at the right-
most example at Fig. 17. Second, as with most earlier algorithms,
ours does not guarantee the avoidance of self-intersection. How-
ever, in practice, our completions are intersection-free in all the
cases that we checked.

9. CONCLUSION

This paper presents a novel algorithm for surface completion. We
propose a new objective—coherence. We formulate the coherence
requirement as a global error minimization process and propose
a novel modification technique that minimizes this error. It utilizes
our new patch similarity metric, which takes into account both local
and global shape attributes.

The quality of our completion is demonstrated on challenging
cases. These include both general objects and archaeological ob-
jects. The latter is especially interesting, not only because of its
importance, but also because archaeological objects are usually
eroded and noisy and hence challenging. Furthermore, these ob-
ject are handmade and thus, though they look symmetric at a first
glance, in fact they are inherently asymmetric and no sub-surface
exists that can be used as is to complete the hole.

In the future, we would like to explore different methods for al-
lowing patch similarity with scaling differences.

(a) holes (b) our completion

(c) zoom-in

Fig. 21. Completing narrow holes with various topologies across dif-
ferent surface texture. Our algorithm manages to nicely complete the 3D
texture.

(a) holes (b) Our completion

Fig. 22. Completing many holes of different sizes. The zoomed-in re-
gion is completed in a reasonable manner.
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