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Abstract—Imaging of objects under variable lighting directions is an important and frequent practice in computer vision, machine vision,

and image-based rendering. Methods for such imaging have traditionally used only a single light source per acquired image. They may

result in images that are too dark and noisy, e.g., due to the need to avoid saturation of highlights. We introduce an approach that can

significantly improve the quality of such images, in which multiple light sources illuminate the object simultaneously from different

directions. These illumination-multiplexed frames are then computationally demultiplexed. The approach is useful for imaging dim objects,

as well as objects having a specular reflection component. We give the optimal scheme by which lighting should be multiplexed to obtain

the highest quality output, for signal-independent noise. The scheme is based on Hadamard codes. The consequences of imperfections

such as stray light, saturation, and noisy illumination sources are then studied. In addition, the paper analyzes the implications of shot

noise, which is signal-dependent, to Hadamard multiplexing. The approach facilitates practical lighting setups having high directional

resolution. This is shown by a setup we devise, which is flexible, scalable, and programmable. We used it to demonstrate the benefit of

multiplexing in experiments.

Index Terms—Physics-based vision, image-based rendering, multiplexed illumination, Hadamard codes, photon noise.

Ç

1 INTRODUCTION

IMAGING objects under different light source directions is
important in computer vision and computer graphics [2],

[8], [23], [24], [25], [30], [33], [37], [38], [42], [43]. It is used for
various purposes: object recognition and identification [2],
[7], [24], [34], [36], [42], [43], image-based rendering of
objects and textures [5], [23], [24], [33], [34], [37], and shape
recovery [11], [16], [17], [18], [23], [47]. In these research
directions and applications, images have typically been
acquired under a single operating light source. Often,
however, a single source may not illuminate all object parts
with intensity sufficient to produce high signal-to-noise
ratio (SNR) images. While this problem may be overcome
using long exposures, such an approach significantly
lengthens the acquisition time.

In contrast to using single sources, we claim that
illuminating objects by multiple sources has significant
benefits. For a given acquisition time and a set of desired
illumination directions, our approach enables capturing the
required information with enhanced quality. The approach
reduces problems associated with dynamic range (DR), e.g.,
due to shadows and specular highlights. We formalize these
statements in a theory of multiplexed illumination. For signal-
independent noise, we describe the optimal scheme for
multiplexing illumination sources from different directions
during image acquisition and the computational demulti-
plexing which follows the acquisition. This scheme is based
on Hadamard codes. We stress that the demultiplexing result

is not an approximation: All the features that one obtains with
a single source (shadows, specularities, and shading) are fully
recovered.

Illumination multiplexing is not free of limitations. Thus, a

great deal of this paper is devoted to the study of limitations

and the consequence of various disturbing effects. Starting

from a simple additive noise model, we explore each

disturbing effect separately: nonideal light sources, satura-

tion, photon noise, and �-correction. Due to photon noise,

there is a threshold gray level, under which lighting by

Hadamard multiplexing is beneficial. We derive this thresh-

old for diffuse objects and show that it increases with the

number of illumination sources. In addition, we describe a

design for an easily programmable lighting setup. A projector

creates patterns on a white wall. The patterns reflecting off the

wall serve as the object’s light sources. We used this setup in

lighting experiments. Partial results were presented in [39],

[40]. They have been followed by studies of other researchers

into additional multiplexing possibilities [3], [26], [41], [45].

2 STANDARD LIGHTING METHODS

Typical methods used for illumination research and for
gathering object databases under variable lighting directions
are based essentially on single light sources. Many systems
have been based on a fixed constellation of sources, operated
one at a time [24], [28], [33], [34], [43]. Other systems use
mechanical scanning1 of the lighting direction [4], [5], [16],
[23], [25], [30], [31]. In such setups, wide areas in the field of
view (FOV) may be too dim, for the following reasons:

Specular highlights are limited to small image regions. The
setup should be set to avoid saturation of highlights, to
enable subsequent quantitative analysis. The rest of the
image regions are thus much dimmer, with low signal
readings.
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Shadows and dark albedos typically coexist with bright
albedos in any frame. The image values corresponding to
shadows may be extremely low under single light source
illumination. Let the system expose the brightest points
without saturation. Then, image regions corresponding
to low radiance are captured with low SNR.

Low power illumination sources may not cast enough light.
Is it always possible to use a brighter source? This is
difficult in practice, due to a tradeoff between the
directional resolution of the setup and the power of each
source in a constellation. We want to have a high-
directional resolution of the illumination setup, with
hundreds, or many more sources illuminating the objects.
It becomes a practical problem to make the sources dense
enough and keep each of them at high power. It is much
easier to create systems having a very high directional
resolution made up of low power sources, as we show in
Section 10. In such setups, operating only a single dim
source at a time is highly inefficient. This inefficiency may
translate into long exposure times (making acquisition of
moving objects very difficult), very poor angular sampling
of illumination directions, or poor SNR.
Low object radiance may be overcome by using long

exposures [5], [6], [25], [29] for each illumination direction.
However, long exposures significantly increase the total
acquisition time. In addition, dark current noise increases
with exposure time, as we detail in Section 8.

3 SOLUTION BY MULTIPLEXING

“Two are better than one.” —Ecclesiastes 4:9.

Before looking at the general case, consider for a moment a
special case in which the number of light sources is three,
typically the case with photometric stereo. We label the
light sources as 1, 2, and 3. We denote the acquired
measurements by a. The image irradiance under one of the
sources is denoted by i, and an estimate of i is denoted by î.
Suppose that for each acquired image, only one source is

“on,” as depicted in Fig. 1a. The estimated intensity at a
pixel due to any of the sources is trivially given by

î single
1

î single
2

î single
3

2
664

3
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On average, only a 1/3 of the illumination resources are
used at a time. Moreover, any single source may create
strong cast shadows and possibly specular highlights.

Now, suppose that two sources are used per acquired
image (multiplexing), as in Fig. 1b. Each of the three
acquired measurements exploits an average 2/3 of the
lighting resources. The values acquired by the detector are
now
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While the intensities corresponding to the individual light
sources are not obtained as trivially as in the method of (1),
they can be easily demultiplexed from the measurements:

î decoded
1

î decoded
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What has been gained from the multiplexing process? First,
the DR of the raw images a has been compressed: The
variability of illumination directions increases the diffuse
reflection component relative to highlights (more on this in
Section 6) and fills-in shadows. There is also an SNR
advantage. Let each measurement (e.g., a1, a3, a2;3, a1;2..)
include an independent additive noise having variance �2.
This noise level is the same for all images obtained by (1).
However, it is easy to show that the noise variance reduces
to ð3=4Þ�2 in the images extracted from the lighting-
multiplexed measurements, using (3). Thus, for the same
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Fig. 1. Three images are taken using three light sources. (a) In a standard illumination scheme, a single light source is used at a time. (b) Multiplexed
illumination.



number of measurements (three), multiplexing improves
the SNR in the final output. The only cost is a negligible
demultiplexing calculation.

3.1 General Light Multiplexing

In the setup depicted in Fig. 2, the object is illuminated by
many light sources simultaneously, using a multiplexing
code. The acquired images are later decoded (demulti-
plexed) on a computer. Let ~� parameterize the direction
from which a source illuminates an object point. This vector
is measured in the global coordinate system of the
illumination system.2 Let i~�ðx; yÞ denote the value of a
specific image pixel ðx; yÞ under a single, narrow light
source at ~�. This value is required for a range of lighting
directions, thus iðx; yÞ denotes the vector of gray-level
values3 at that single pixel, with varying ~�. The length of
iðx; yÞ is n, corresponding to the number of distinct lighting
directions. We denote by aðx; yÞ the vector of measurements
acquired under different light settings (typically with
multiple simultaneous illumination sources). The number
of acquired images (the length of aðx; yÞ) equals n.

The acquired images represent light energy distributions.
Therefore, iðx; yÞ and aðx; yÞ are additive quantities and are
related to each other by a linear superposition

aðx; yÞ ¼W iðx; yÞ; ð4Þ

where W is a weighting matrix. Each row m in the matrix
W denotes which of the light sources are “on” and which
are “off” when an image is acquired. Each column s in this
matrix corresponds to a specific illumination source, and is
equivalent to ~�. For this reason, we use the notation isðx; yÞ
interchangeably with i~�ðx; yÞ. We estimate iðx; yÞ by

îðx; yÞ ¼W�1 aðx; yÞ: ð5Þ

When only a single light source is “on” at any time, îðx; yÞ is
equal to a raw measured value. Thus, W ¼ I, where I is the
identity matrix. However, the intensities per illumination
direction can be multiplexed during the measurements, i.e.,
W can be general. Then, each aðx; yÞ simultaneously acquires
energy corresponding to lighting from multiple directions.

3.2 Optimal Multiplexing

Suppose that statistically independent additive noise �
having zero mean and variance �2 is present in the
measurements. The estimation (5) propagates this noise to
the final output îðx; yÞ. The output noise vector is W�1�. At
each pixel ðx; yÞ, the covariance matrix � of î is

� ¼ E îðx; yÞ � �̂
iðx; yÞ

h i
îðx; yÞ � �̂

iðx; yÞ
h it

� �
¼ �2ðWtWÞ�1;

ð6Þ

where E denotes expectation and
�̂
iðx; yÞ ¼ E½̂iðx; yÞ�. The

mean squared error of îðx; yÞ at each pixel is then

MSE ¼ ð1=nÞTraceð�Þ ¼ ð�2=nÞTrace ðWtWÞ�1
h i

: ð7Þ

We assume for the time being, that � is independent of the
measurements a. In single source acquisition, W ¼ I, thus

MSEsingle ¼ �2: ð8Þ

We aim to maximize the signal to noise ratio of îðx; yÞ. Thus,
the multiplexing matrix W should minimize the MSE.

An analogous mathematical problem was encountered in
the 1970s in the fields of spectrometry and X-ray astronomy
[12], [15], [44]. Let the elements of the matrix W be wm;s,
where4 0 � wm;s � 1. The matrix W that has these char-
acteristics and optimizes the MSE is called an S-matrix [15],
[44]. If ðnþ 1Þ=4 is an integer, the rows of the S matrix are
based on Hadamard codes of length nþ 1. Harwit and Sloane
[15] detail recipes for creating S, one of which is described
in the Appendix. Briefly, the characteristics [15] of S are:

. Each of its elements wm;s has a value of either 0 or 1,
i.e., each light source is either “on” or “off.”

. Each row or column has n elements: ðnþ 1Þ=2 have
the value 1 and ðn� 1Þ=2 have the value 0. Thus, the
light energy corresponding to a little more than half
of the sources is captured in each acquired multi-
plexed measurement.

. Inverting S is simple, no matter how large it is.
Defining 1n�n as an n� n matrix, all of whose
elements are 1s,

S�1 ¼ ½2=ðnþ 1Þ�ð2St � 1n�nÞ: ð9Þ

Thus, except for the global factor of 2=ðnþ 1Þ, each of the
elements of S�1 is either 1 or �1.

The matrix W (or S) describes the binary state of the
illumination sources (“on” or “off”) and is therefore
independent of the pixel coordinates ðx; yÞ. As an example
[15], [39], for n ¼ 7, each row of the S matrix is given by a
cyclic permutation of the row vector

s ¼ ½1 1 1 0 1 0 0�: ð10Þ
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2. The direction ~� is unrelated to the surface normals of the object.
3. The gray level is equivalent to the image irradiance, and thus to the

object radiance. The transformation between the radiance and the image
irradiance is a multiplication by a factor depending on the camera
parameters, independent of the lighting and the object.

4. Incoherent light energy from a source is not subtracted by multi-
plexing. It is also not amplified (optical amplification occurs only in
specialized media). For this reason, 0 � wm;s � 1.

Fig. 2. In Hadamard-multiplexed lighting, � 1=2 of the sources are on
simultaneously. The acquired frames are then computationally demulti-
plexed. A setup can use patterns containing bright segments, projected
on a screen. Each segment functions as a distinct source.



In this case, the rows of S�1 are cyclic permutations of the
row vector ½1 1 1 � 1 1 � 1 � 1�=4.

For the S matrix,

MSEHadamard ¼
4n�2

ðnþ 1Þ2
�! 4�2

n
for large n: ð11Þ

We measure the noise by the root-mean-squared (RMS)
error. Following (8) and (11), the SNRs of the two methods
are related as

SNRHadamard

SNRsingle
¼

ffiffiffi
n
p þ ð1= ffiffiffi

n
p Þ

2
�

ffiffiffi
n
p

2
: ð12Þ

This increase in accuracy has been termed in the context of
spectrometry [15] as the multiplex advantage (MA). For
example, if we haven ¼ 255 light sources (direction samples),
then multiplexing increases the accuracy of the estimated
object radiance by a factor of about 8. This improvement is
obtained although the number of acquired images is the same for
single-source and multiplexed measurements.

The MA can be exploited in various ways, other than an
increase of SNR. For instance, the exposure time of each
frame (and, thus, the overall acquisition time) can be
shortened by �

ffiffiffi
n
p

=2 while keeping the SNR approxi-
mately the same. Alternatively, more illumination sources
(each being dimmer) may be used at a similar output SNR
and total acquisition time. This captures a larger number of
illumination direction (~�) samples. This is the option we
pursue in Section 4. Nevertheless, the analysis we have
made so far should be viewed with caution. There are
limitations to multiplexing, which stem from camera
saturation, nonideal light sources and photon noise. These
aspects are studied in Sections 5, 7, and 8.

4 A SCALABLE IMPLEMENTATION

A constellation of light sources is difficult to scale to hundreds
of sources or more. A large number of sources is useful for
high definition of specular reflections and cast shadows. We
thus used a lighting setup which is easily scalable to many
dense samples of the illumination directions. It is flexible and
simple: It includes a white diffuse wall, a camera, and a
PC-controlled projector. The latter projects patterns of bright
and dark segments on the wall. The illuminated wall
segments diffusely reflect light into the room, acting as
distinct light sources (see Fig. 2). This design allows a
convenient and accurate computer control of the high
resolution light “sources.” The light from the wall illuminates
the object, which is being imaged using a computer-
controlled camera. The wall is divided into n segments, each
of which turns “on” and “off” according to the encoded
patterns, as in Fig. 2.

From now on, whenever we refer to this implementation,
a source indicates an individual lighting segment. However,
we emphasize that almost all the subsequent derivations
apply to any lighting implementation, e.g., constellations of
distinct bulbs. Some specific issues apply solely to the
projector-based setup, in which case, we explicitly say so.

5 SATURATION LIMIT FOR DIFFUSE OBJECTS

Consider a single source that is sufficient to create high pixel
values, for example, a value of 200 in an 8-bit camera. If the
object is diffuse, then other sources may yield a similar

value. Then, obviously, turning on several such sources
simultaneously would cause the image to saturate, thereby
ruining the data at the saturated areas. This example
illustrates the caution we should take when multiplexing
illumination over diffuse objects near saturation.

Let B be the number of bits per camera pixel. The gray-
level corresponding to saturation is v ¼ ð2B � 1Þ. For a diffuse
object, let i be a typical gray level when acquisition is done
under a single source. Assume that, for this object, each
illumination source yields a similar signal in the image. The
readout i is assumed to occur when the exposure time is t0,
which we term as the baseline time. For example, we may set
t0 ¼ 33ms as in video. In general, the exposure time is t, thus
the signal is it=t0. We aim to recover the images under
n individual lighting directions. This would requiren frames.
In each of them, we may multiplexN � n sources, thus ðN þ
1Þ=2 sources are “on” per frame. Saturation limits the ability
to multiplex: We must bound t and N so that

iðN þ 1Þt=ð2t0Þ � v ) t=t0 � 2v=½iðN þ 1Þ�: ð13Þ

Following (11) and (12), when (13) is satisfied, the SNR of î is

SNR � i

�

t

t0

ffiffiffiffiffi
N
p
þ ð1=

ffiffiffiffiffi
N
p
Þ

2
; ð14Þ

when � is independent of the measurements a.
When we hit the saturation bound posed by (13), we may

face a dilemma: For the best SNR, should we use a large
number of sources N and decrease the exposure time t or
vice versa? Inserting this bound to (14), we get

SNR � v

�

1ffiffiffiffiffi
N
p ¼ v

�

t0
t

2v

i
� 1

� ��1=2

: ð15Þ

Hence, near saturation, the SNR decreases with N , while it
increases with t. The reason for this behavior is that at the
bound, we can only increase N at the expense of the single
frame exposure time t (13). This undermines our goal of
capturing as much light as possible. Hence, in this case, we
would like to limit multiplexing to

N ¼ min n; int½2vt0=ðitÞ � 1�f g ð16Þ

light sources. If most of the FOV is unsaturated but bright
enough with a single source ðit � vt0Þ, then (16) implies that
no multiplexing ðN ¼ 1Þ may be the best option.

In general, N depends on the image value i. For dimmer
objects, we can multiplex more sources for benefit. If the
image contains a large brightness variability, then some
image parts would be best acquired with no multiplexing at
all (single-source images). Other parts would optimally be
based on full multiplexing of the sources ðN ¼ nÞ. For some
image parts, we may wish to multiplex only several sources
ðN < nÞ per frame. Thus, high DR data of all scene points can
be obtained from several illumination sequences, each with a
different level of multiplexing. This method might resemble
other methods which use multiple exposures with varying
exposure times [5], [6], [25], [29]. Nevertheless, multiplexing
with a constant exposure time t ¼ t0 requires a shorter
acquisition time than methods that use long exposures.

Finally, recall that this limitation analysis was based on
the assumption of a diffuse object. When differences in
brightness are due to specular highlights, illumination
multiplexing is much more efficient, as we show next.
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6 ROBUSTNESS TO SPECULAR HIGHLIGHTS

Studies of appearance with specularities [7], [23], [25], [27]
can benefit from our multiplexing scheme. Each measure-
ment is described by a row m in (4). The acquired value is

amðx; yÞ ¼
Xn
s¼1

wm;sisðx; yÞ: ð17Þ

We represent the intensity isðx; yÞ as a sum of a diffuse
component and a specular component:

amðx; yÞ ¼
Xn
s¼1

wm;s i
diffuse
s ðx; yÞ þ ispecular

s ðx; yÞ
� �

: ð18Þ

The acquired image is also composed of such components:

amðx; yÞ ¼ adiffuse
m ðx; yÞ þ aspecular

m ðx; yÞ; ð19Þ
where

adiffuse
m ðx; yÞ ¼

Xn
s¼1

wm;si
diffuse
s ðx; yÞ: ð20Þ

A highlight due to specular reflection at a pixel ðx; yÞ does
not occur for most source directions ~�. Rather, it occurs if the
illumination comes from a very narrow solid angle around a
single direction. For a highly specular surface, we thus say
that only one source ~sðx; yÞ produces a specular highlight at
ðx; yÞ, as seen from the position of the camera. Therefore,

ispecular
s ðx; yÞ ¼ ispecular

s ðx; yÞ�½s; ~sðx; yÞ�: ð21Þ
It follows that

aspecular
m ðx; yÞ ¼ wm;~sðx;yÞispecular

~sðx;yÞ ðx; yÞ: ð22Þ

Suppose that, in a single-source image, the light source is
“on” in a direction corresponding to the highlight, i.e.,
wm;s ¼ �ðs; ½~sðx; yÞ�Þ. The acquired image is then

asingleðx; yÞ ¼ idiffuse
~s ðx; yÞ þ ispecular

~s ðx; yÞ � idiffuse
~s ðx; yÞ: ð23Þ

This is a familiar situation: The specular highlight at ðx; yÞ is
much brighter than most of the image pixels, which measure
only the diffuse component (see Fig. 3a). This creates a DR
problem: Powerful sources that illuminate well the non-
specularly reflecting areas would saturate the highlights. If
the exposure is set to avoid highlight saturation, then the
diffuse component may become underexposed.

In contrast, in our multiplexed method, when the high-
light-creating source is “on,” half of the rest of the sources,
which do not create a highlight in ðx; yÞare “on” as well. Then,

amultiplexedðx; yÞ � ½n=2�idiffuse
~s ðx; yÞ þ ispecular

~s ðx; yÞ: ð24Þ

The diffuse component in the acquired image amultiplexed is
significantly brighter than in asingle, while the specular
component is (almost) not amplified, as illustrated in Fig. 3.
This greatly reduces the DR problem.

Nevertheless, there are two special cases worth mention-
ing. First, consider an object with a weak but nonzero diffuse
reflection, such that the diffuse component in (24) is below the
noise level of the camera. This occurs if idiffuse

s ðx; yÞ < Oð�=nÞ.
Then, there is no resulting improvement in the DR. Roughly,
the DR is improved only if

2�

n
< idiffuse

s ; while ½n=2�idiffuse
~s þ ispecular

~s < v: ð25Þ

Second, consider an object which has no diffuse reflection at
all, i.e., idiffuse

s ðx; yÞ ¼ 0, 8s; x; y. This may occur if the entire
FOV is a mirrored surface. In this case, a DR problem does
not exist even for a single light source: The highlight value
can be determined by the single measurement at ~sðx; yÞ and
there is no concern of having the nonhighlight measure-
ment being underexposed (the latter being nonexistent).

7 NONIDEAL LIGHT SOURCES

We now explore consequences of nonideal lighting: stray
light, temporal fluctuations in the illuminating sources, and
intersource difference of radiance.

7.1 Nonzero “Darkness”

Light often comes from sources that are supposed to be
completely dark. This is caused by stray light in the
illumination system or ambient light from possible auxiliary
sources. Typically, such disturbances increase the radiance of
all the illumination sources, no matter if they are “on” or “off”
for a specific measurement m. Thus, wm;s are perturbed by
�ws. This propagates to perturbation in the measurements

�amðx; yÞ ¼
Xn
s¼1

�wsisðx; yÞ: ð26Þ

Suppose that the recovery stage (5) uses the ideal, unper-
turbed matrix W�1, ignoring the unknown perturbations that
occurred in the acquisition stage. The measurements,
perturbed as in (26) affect the recovered estimation by

�îkðx; yÞ ¼
Xn
m¼1

W�1
	 


k;m
�amðx; yÞ; ð27Þ

where ðW�1Þk;m is the element at row k and column m of
W�1. Combining (26) and (27),

�îkðx; yÞ ¼
Xn
s¼1

�wsisðx; yÞ
Xn
m¼1

W�1
	 


k;m
: ð28Þ

In Hadamard coding, W�1 ¼ S�1. According to (9),

ðS�1Þk;m ¼ 	2=ðnþ 1Þ ð29Þ
and

Xn
m¼1

ðS�1Þk;m ¼ 2=ðnþ 1Þ: ð30Þ
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Fig. 3. Avoiding saturation at a highlight forces low exposure settings.
Multiplexing brightens most of the image, but does not saturate the
highlights, thanks to their locality.



On the other hand, in single-source imaging W�1 ¼ I, thus
ð
P

m W�1Þk;m ¼ 1. Therefore,

�îsingle ¼
Xn
s¼1

�wsis �îhadamard ¼
2

nþ 1
�îsingle: ð31Þ

Thus, using multiplexing, the effect of illumination pertur-
bations is much smaller than in single-source illumination.

Acquiring the object with all the sources in the “off” state
yields an estimate of the perturbation image (26). This
“darkness image” can then be subtracted from aðx; yÞ. This
compensation is partial since part of the ambient light is due
to interreflections in the illumination apparatus, originating
from the light which does hit its parts. Moreover, this dark
image of the object can be expected to be relatively noisy.

7.2 Noisy Sources

Section 7.1 dealt with a systematic bias in the illumination. In
contrast, in this section, we analyze random noise in the
sources. Fluctuations in the illumination create multiplicative
noise in the image readout. This is contrary to the additive
signal-independent noise, which was described in Section 3.
We model the fluctuations of source irradiance as propor-
tional to the irradiance itself, say due to instabilities in the
electric current. This is consistent with specifications of light
sources, in which their stability is stated as a percentage. Thus,

STDðwm;sÞ ¼ �wm;s; ð32Þ

where STD denotes the standard deviation. Here, � is a
proportionality factor. Typically, �
 1. In single source
imaging, the pixel intensity fluctuates. The variance (VAR)
of this fluctuation is VARsingle½îsðx; yÞ� ¼ �2 î2sðx; yÞ. Aver-
aging over the source directions s,

VARsingle½îðx; yÞ� ¼ �2hî 2ðx; yÞi; ð33Þ
where

hî2ðx; yÞi ¼ ð1=nÞ
Xn
s¼1

î 2
s ðx; yÞ: ð34Þ

Let the sources be multiplexed. Due to source noise, any
measurement am;s is perturbed by �am;s. The variation
�amðx; yÞ affects the recovered image according to (27). If
Hadamard coding is used, then according to (29),

VARhadamard½îðx; yÞ� ¼
Xn
m¼1

2

nþ 1

� �2

VAR½amðx; yÞ�; ð35Þ

where we exploit the temporal independence of any source
radiance, as sampled at different measurements m. The
magnitude VARhadamardðîÞ depends on the joint statistics of
the light sources. Thus, we now discuss two kinds of setups.
In the first one, different light sources have mutually
independent fluctuations. In the second one, the scene
irradiance fluctuates randomly in time, but all the sources
are tightly correlated.

7.2.1 Independent Sources

Let us analyze the noise in setups based on a constellation
of distinct bulbs/strobes, each having its own power supply
and shielded cabling. Then, the radiance of a light source is
independent of the radiance of any other source in the
setup. It follows from (4) that

�amðx; yÞ ¼
Xn
s¼1

�wm;sisðx; yÞ: ð36Þ

Since �wm;s is independent for different sources s, then

VAR½amðx; yÞ� ¼
Xn
s¼1

VARðwm;sÞi2sðx; yÞ: ð37Þ

Combining (32), (35), and (37),

VARindependent
hadamard ½îðx; yÞ� ¼ �2 2

nþ 1

� �2Xn
s¼1

i2sðx; yÞ
Xn
m¼1

w2
m;s: ð38Þ

Recall that, in Hadamard codes wm;s is either 0 or 1, thus
w2
m;s ¼ wm;s. Hence,

Xn
m¼1

w2
m;s ¼

Xn
m¼1

wm;s ¼ ðnþ 1Þ=2 ð39Þ

and, therefore,

VARindependent
hadamard ½îðx; yÞ� ¼ �2 2

nþ 1

Xn
s¼1

i2sðx; yÞ: ð40Þ

Substituting (33) and (34),

VARindependent
hadamard ½îðx; yÞ�¼

2n

nþ 1
VARsingle½îðx; yÞ��2�2hî 2ðx; yÞi:

ð41Þ

Hence, when n is large, the multiplexing approach amplifies
by

ffiffiffi
2
p

the STD of noise created by irradiance fluctuations.
How significant is this? It depends on the light source

technology: Light strobes based on arc lamps [13] have
� ¼ Oð5%Þ, which is rather high and can distort quantitative
photometric analysis, with or without multiplexing; strobes
based on LED clusters may have a much lower�, thanks to the
use of many flashing LEDs at each source position; direct
current (DC) sources are very stable,5 once their temperature
reaches saturation, and can be shuttered mechanically or
electro-optically during the experiment. In this case, the
fluctuations can be unnoticeable with single-source illumina-
tion, hence also with multiplexing.

In any case, the output from any source can be monitored
online, by bleeding a portion of this output to a light detector
placed at the source (strobe). Thus, fluctuations can be
measured in real time and then be compensated for in
postprocessing, or even stabilized during lighting. This
effectively shrinks � to insignificance. Hence, we believe that
this noise source should be minor, with the use of proper
lighting hardware. Nevertheless, for quantitative computer
vision methods (with or without multiplexing), low� should
be ensured, and it is better not to take light source stability
for granted.

7.2.2 Coupled Sources

Let the sources be coupled, therefore having a strong
mutual correlation. This occurs when the radiance of a
single light source is divided into multiple channels, each of
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5. DC incandescent sources are very stable for short time periods, but
their performance drifts in time, as their lifetime is � 100 hours. This drift
can be easily monitored. DC arc sources have lifetimes of thousands of
hours, but in short time periods they may fluctuate a little. This effect is
minimized by quiet arc bulbs [14].



which irradiates the object from a different direction. This is
the case in the projector-based setup, described in Section 4,
where a bulb inside the projector is the origin for the light
emanated from all the wall segments. Temporal fluctuations
of this bulb create the same simultaneous fluctuations in the
light emanated from the wall segments.

We start with (32) and (36). Since the sources are coupled
to one another,

STD½amðx; yÞ� ¼ �amðx; yÞ: ð42Þ
Substituting into (35),

VARcoupled
hadamard½îðx; yÞ� ¼ �2 2

nþ 1

� �2Xn
m¼1

a2
mðx; yÞ: ð43Þ

Following (4),

Xn
m¼1

a2
m ¼

Xn
m¼1

Xn
s¼1

wm;sis

 !2

¼
Xn
s¼1

Xn
c¼1

isic
Xn
m¼1

wm;swm;c; ð44Þ

where s and c index the sources. For Hadamard codes,

Xn
m¼1

wm;swm;c ¼ ðnþ 1Þ=4; if s 6¼ c; ð45Þ

while this sum equals ðnþ 1Þ=2 if s ¼ c, as written in (39). It
follows that

Xn
m¼1

a2
m ¼

nþ 1

4

Xn
s¼1

2i2s þ
nþ 1

4

Xn
s¼1

X
c 6¼s

isic: ð46Þ

To progress, consider first a diffuse object that is never
shadowed. As discussed in Section 5, the intensity is is
approximately the same for all frames, hence isic � i2s . Then,

Xn
m¼1

a2
m �

nþ 1

4

Xn
s¼1

2i2s þ
nþ 1

4

Xn
s¼1

ðn� 1Þi2s ¼
nþ 1

2

� �2Xn
s¼1

i2s:

ð47Þ

Inserting (47) to (43), and using (33) and (34),

VARcoupled
hadamard½îðx; yÞ� � nVARsingle½îðx; yÞ�: ð48Þ

Equation (48) is not limited to diffuse objects. It can be
shown to approximate also the case of a specular highlight
at ðx; yÞ caused by a specific source ~s. This follows the
constraint i~s < v and assuming that is is approximately the
same for all s 6¼ ~s, while �
 1 and n is large.

The noise in (48) is much worse than the one in (41). When
the light sources are coupled, the STD of noise originating
from light power fluctuations [35] increases with

ffiffiffi
n
p

. This
noise may undermine the projector-based setup described in
Section 4. Attention should thus be drawn to keep� very low.
As in Section 7.2.1, this can be done by bleeding a portion of
the projector bulb’s radiance to a detector for bulb stabiliza-
tion or for compensation in postprocessing. We avoided the
problem in experiments by exploiting the temporal behavior
of the projector (see Section 10).

7.3 Unequal Illumination Sources

Suppose different illumination sources systematically do not
illuminate the scene equally, when turned “on.” As men-
tioned in Section 3.1, i~�ðx; yÞ is equivalent to the object
radiance, when illuminated from a specific direction ~�. Had

there been no shadows and interreflections, the radiance
wouldhavebeendeterminedbythereflectancefunctionof the
object r~�ðx; yÞ, and the intensity of the light source. Since
shadows and interreflections exist, the effective reflectance
function reffðx; yÞ indicates how the object pixel correspond-
ing to ðx; yÞ effectively reacts to various illumination direc-
tions ~�. Can we make quantitative claims about the effective
reflectance function?

For a general weighting matrix W, we may interpret the
coefficient wm;s as the radiance of a single light source
whose index is s, as measured from the position of the
object. When the radiance of the illumination sources is
unequal, we may interpret it as having wpractical

m;s ¼ fðsÞwm;s,
where 0 < fðsÞ � 1 is the reduction of the intensity of
source s, relative to the ideal full brightness value of 1. The
function fðsÞ is unknown for uncalibrated illumination
radiance. The acquired measurement is

amðx; yÞ ¼
Xn
s¼1

wpractical
m;s reff

s ðx; yÞ ¼
Xn
s¼1

fðsÞwm;sreff
s ðx; yÞ: ð49Þ

Comparing this to (17) and using (5), it follows that

îsðx; yÞ ¼ fðsÞreff
s ðx; yÞ: ð50Þ

There are two important consequences of (50). First, the
inhomogeneity of the sources does not cause crosstalk
between demultiplexed images îsðx; yÞ. Each recovered
image corresponds to a single light source indexed s. It
does not include contributions from other source indices, or
from other pixels. Second, the image recovered for a specific
source s at ~� is similar to the effective reflectance function
reff
s ðx; yÞ, yet multiplied by a scale factor.

Note that îsðx; yÞ ¼ 0 if and only if reff
s ðx; yÞ ¼ 0 since

fðsÞ > 0. Hence, shadows are conserved in the decoded
images, regardless of the inhomogeneity of the illumination
sources. Thus, cast shadows are recovered as sharply as
they should under individual point sources. Finally, we
would like to note that precalibration of the radiance of
sources in the setup yields fðsÞ, which in turn enables the
estimation of reffðx; yÞ for all pixels.

7.3.1 Adaptive Directional Resolution

When fðsÞ has significant variations as a function of s, then
the output image ensemble î may suffer from DR problems.
Consider an object for which reff

s � reff
c for different sources s

and c. If fðsÞ � fðcÞ, then îs � îc, whether the estimation is
done through multiplexed lighting or through single source
lighting. Thus, some resulting images may be too dark and
noisy, relative to others. We minimize this effect by exploiting
the flexibility of the projector setup mentioned in Section 4.

Apparently, the DR problem might have been solved by
reducing the radiance of the bright sources so as to equalize
them to the dim ones. However, this counteracts our desire
to use as much light as possible. We thus take a different
approach: We locally adapt the illumination directional
resolution. This is much more efficient, since no light is lost.

First, we make a rough calibration of fð~�Þ, assuming that
the “illuminating wall” is divided into segments of equal
area. This is only done once, since the same setup is used for
all the experiments. We need to estimate the irradiance at
the object. This is achieved by replacing the object by a
camera, which is placed right at the object’s position. The
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camera then acquires an image of each wall-segment,6 thus
sampling the radiance Lð~�Þ. For a small object and a distant
segment, Lð~�Þ is related to the object irradiance fð~�Þ by

fð~�Þ ¼ bLð~�Þ cosð�Þ
R2

; ð51Þ

whereR is the distance of the segment from the object and b is
a normalization factor. Here, � is the angle at which the wall
segment illuminates the object, measured relative to the
wall’s normal. The cosð�Þ term accounts for foreshortening a
finite-area segment, as seen from the viewpoint of the
calibrating camera. We know R and � for each segment of
the illuminating wall, since we know the geometry of our
setup. Fig. 4 depicts fð~�Þ for our setup. The lateral
coordinates correspond to pixels of the projector which
projects the lighting patters onto the wall. In this figure, the
DR of fð~�Þ is greater than 1:32. Hence, if segments of equal
area were used, some images îs would have been � 32 times
dimmer than others.

To reduce this DR problem, we use segments of different
areas. Each segment has a fixed area for all images and
experiments. However, this area is adapted to the irradiance
associated with it. Segments for which fð~�Þ is high, are given
a smaller area on the illuminating wall, and vice versa. We
achieved this using a quadtree subdivision [40] of the
distribution fð~�Þ shown in Fig. 4. A segment is subdivided
if the integral of fð~�Þ in its area is larger than a fixed
threshold. The threshold is related to the final number of
segmentsn: The smaller the threshold, the largern. Note that,
in a quadtree structure, the number of segments is always

nquadtree ¼ 1þ 3kquadtree; ð52Þ

where kquadtree is an integer. Therefore, to obtain n ¼ 255
segments, we use nquadtree ¼ 256, corresponding to
kquadtree ¼ 85. We then merge two adjacent segments of
the quadtree into a single one. The two adjacent
segments selected for merger are dim, so that the overall

light emanated from their combination does not exacer-
bate the DR but moderates it. Fig. 5 depicts examples of
Hadamard-coded lighting patterns composed of seg-
ments, which are created by the quadtree structure
tailored to our system.

8 PHOTON NOISE

Section 7.2 showed that unstable light sources result in signal-
dependent noise. Yet, even with stabilized sources ð� ¼ 0Þ,
the noise variance in a measured image generally depends on
the measured signal. We now analyze the noise sources of
high grade detectors, before studying their consequence on
Hadamard multiplexing.

Photon noise. Light absorbed and detected at a pixel
during exposure time is not a continuous variable. Funda-
mentally, it is a quantized, countable variable, having the
units of photons. Similarly, the detected photons do not create
a continuous electric charge at each pixel. Rather, the
fundamental detection signal (charge) is quantized to
indivisible electron units. This observation leads to a funda-
mental measurement noise, termed photon noise. The
number of electrons generated in the detector is random, even
if the light source is completely stabilized and the camera
circuity induces no noise.

Let us first consider this ideal case. It is simple to show
that under assumptions which are reasonable to visible-
light photography,7the random number nphoto

electr of photo-
generated electrons is Poisson distributed [1], [10], [19].
Define �nphoto

electr ¼ Eðn
photo
electr Þ as the expected number of detected

electrons at a pixel, in a constant setup and illumination.
This number may be obtained by averaging a very large
number of repeated measurements. In this distribution,8

VARðnphoto
electr Þ ¼ �nphoto

electr : ð53Þ

Hence, the variance increases with the measured electric
signalnphoto

electr . This aspect counteracts the MA: The use of more
light sources at each frame increases the acquisition noise
[45], which, in turn, increases the noise of the demultiplexed
images. In fact, according to [15], if photon noise were the only
noise source, multiplexing would have resulted in deteriora-
tion of SNR of the demultiplexed images. However, other
noise sources exist, as we now detail.
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Fig. 4. The falloff fð~�Þ of object irradiance, due to segments of equal
area on the illuminating wall. The wall coordinates correspond to the
projector’s pixels. The DR of this irradiance is larger than 1:32. Using
segments of uniform area to illuminate the object may thus create
severe DR problems in the resulting images.

Fig. 5. Two out of n ¼ 255 multiplexed lighting patterns used in our
lighting system. The patterns are composed of segments. The area of
each segment is determined by a quadtree algorithm, designed to
reduce DR problems.

6. We used a narrow FOV lens. We directed the FOV center at the
segment. This reduced problems associated with camera vignetting and
foreshortening.

7. These assumptions may be violated in high energy detectors such as
those of � rays, where any photon can generate multiple electrons at the
detector [1].

8. This distribution can be excellently approximated by a Gaussian
distribution having this expectation and variance, for �nphoto

electr > 10, which is
typically the case for cameras.



Note that the number of detected electrons nphoto
electr is

equivalent to the gray level of the acquired pixel value a

a ¼ n
photo
electr

gelectr
; ð54Þ

where gelectr is the number of photo-generated electrons
required to change a unit gray level. Typically, gelectr � 1.

Dark current. In addition to photo-electrons, some
electrons are generated in each pixel by thermal excitation,
irrespective of the photon irradiance. This phenomenon is
termed dark current [10], [22]. The mean dark charge is
proportional to the exposure time

�ndark
electr ¼ Dt: ð55Þ

Here, D is the detector dark current. This mean number can

be calibrated and compensated for, e.g., using the process

described in Section 7.1. However, the actual number

of thermally generated electrons ndark
electr is governed by

the Poisson distribution as well, with �ndark
electr being its mean

and variance. The randomness of ndark
electr means that it cannot

be fully compensated for in post processing. The random

component [10], [22] is termed dark current noise.9

Additional noise that is considered to be signal indepen-
dent is induced by electronic circuity in the camera system, as
the amplifier [10] and digital quantizer. The variance of this
noise can be modeled as �2 ¼ �2

read þ �2
digit. Here, �read is the

amplifier readout noise STD, while �digit ¼ gelectr=
ffiffiffiffiffi
12
p

is the
noise of a uniform quantizer,10 all in units of electrons ðe�Þ.
Photon noise, dark current, and � are mutually independent,
hence [10], [19]

�2
electr ¼ �2 þDtþ �nphoto

electr : ð56Þ

While the dark current noise and � do not depend
explicitly on the optical signal, they do depend on the
acquisition mode. If single source lighting is very low, one
may opt for long exposures rather than multiplexing. This
would increase the dark current noise variance Dt. In most
uncooled cameras, this noise becomes significant if t is
longer than a second.11 Moreover, higher frame rates tend

[19], [22] to increase �read, hence cool cameras used in
microscopy and astronomy often have pixel readout rates of
few MHz or less. For megapixel cameras, this induces frame
rates of very few Hz, and even sub Hz. On the other hand,
fast cameras are noisier by orders of magnitude (examples
are given later, in Table 1). In addition, communication
bottlenecks trade bit-depth for frame-rates. Hence, some
10-bit or 12-bit machine vision cameras deliver high frame
rates by quantizing the electric signal to 8 bits. This
increases �digit. In the following discussion, we assume that
the camera is meant to be used in applications that require
their highest speed. Thus, Dt is usually low.

8.1 Photon Noise Limit to Hadamard Multiplex

The noise (56) includes signal independent components, for

which Hadamard multiplexing is designed. It also includes

photon noise, for which multiplexing is counterproductive

with respect to SNR [45]. Given the camera specifications,

what is the limit to the MA?

Let nelectr be the number of electrons detected in a pixel.

Following (53), the uncertainty of this measurement is

STDelectr ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
�nelectr

p
¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

gelectra
p ð57Þ

electrons, where �nelectr is the expected number of electrons,

which is equivalent to the expected acquired gray level a.

Following (54), the electron noise in (57) induces noise on the

gray-level readout a having STD of ðSTDelectr=gelectrÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a=gelectr

p
. Similarly, dark current noise induces gray-level

noise with STD of ð
ffiffiffiffiffiffi
Dt
p

=gelectrÞ, while the read noise STD is

ð�=gelectrÞ in these units. Overall, the noise variance of a pixel

gray-level value is

�2
a ¼ 	2

gray þ
aðx; yÞ
gelectr

; ð58Þ

where

	2
gray � �2=g2

electr þDt=g2
electr ð59Þ

encompasses the signal-independent components of the
gray-level noise. For a single light source, the noise variance is

�2
i;single ¼ 	2

gray þ isðx; yÞ=gelectr: ð60Þ

For a diffuse object, the values of is are assumed to be
approximately the same, as in Section 6. Hence, aðx; yÞ �
isðN þ 1Þ=2, when multiplexingN out of n sources. Demulti-
plexing using the S matrix,
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9. The combined contribution of photon noise and dark current noise is
termed shot noise.

10. Some cameras boast high-bit quantization (e.g., 12 to 16 bits) that
does not truly indicate the camera DR [10]. The reason is that the use of
many bits decreases �digit, but it does not decrease �read, which usually
dominates �.

11. For fast cameras Dt may be significant even in video rates. This is
apparent when analyzing the data in Table 1, presented in Section 8.1.1.

TABLE 1
Specifications of Sample Cameras (The Sign “�” Indicates Unknown Data)

The specifications are used for estimating the parameters gelectr and 	gray. The dragonfly parameters are derived in an experiment. The sensicam is a
cooled camera used in microscopy and, hence, its noise specifications D and �read are much lower than those of the other cameras, which are made
for machine vision.



MSEî;Hadamard ¼
4N

ðN þ 1Þ2
�2
a ¼

4N

ðN þ 1Þ2
	2

gray þ
2N

N þ 1

isðx; yÞ
gelectr

:

ð61Þ

If photon noise is negligible, i.e., 	2
gray � aðx; yÞ=gelectr, (60)

and (61) are consistent with (11) and (12). However, when

photon noise is overwhelming isðx; yÞ=gelectr � 	2
gray, (60) and

(61) indicate that a demultiplexed image is more noisy, with

its noise variance approximately doubled relative to a single-

source image. This special case is consistent with [15].

In general, multiplexing of N sources benefits the SNR if

MSEî;Hadamard � �2
i;single: ð62Þ

Inserting the explicit expressions from (60) and (61) into (62)

and performing several trivial operations yields the condition

isðx; yÞ � iphoton
limit � gelectr	

2
gray

N � 1

N þ 1
: ð63Þ

How significant is this limitation? Recall that, in no case,

should the camera be saturated. Thus, following (13), the

useable single-source intensity range is

isðx; yÞ � isaturation
limit � 2v

N þ 1
; ð64Þ

where we assume t ¼ t0. Define the ratio

prelative
limit � iphoton

limit

isaturation
limit

¼
gelectr	

2
gray

2v
ðN � 1Þ: ð65Þ

We now reach our conclusion: If prelative
limit > 1, then photon

noise does not limit the useful intensity range in which

Hadamard multiplexing offers an SNR advantage. Rather,

this range is limited by saturation, as in Section 5. On the other

hand, for prelative
limit < 1, Hadamard multiplexing offers an SNR

advantage for a portion prelative
limit of the single-source range.12

Let us look more closely at (63). We would benefit from a

higher bound iphoton
limit since it allows a larger absolute range of

intensities to gain from Hadamard multiplexing. The bound

iphoton
limit monotonically increases with N . Its value correspond-

ing toN ¼ 3 doubles whenN is large. Hence, a larger range of

single-source intensities is can benefit from multiplexing, if all

the available sources are involved, until saturation. This

aspect is even clearer from (65): The relative range prelative
limit of

intensities benefiting from multiplexing grows linearly with

N . Hence, Hadamard multiplex is most advantageous when

the lighting setup includes a large number of dim sources.

Thus, for the projector-based system, the method works best

with a large number of small segments, hence assisting high-

directional resolution of lighting.

8.1.1 Examples of Specific Cameras

As examples of the consequences of (61) and (65), we

estimate these expressions for several cameras on the

current market. These estimates are based mostly on data

derived from the manufacturers of the cameras or their

detector chips. Some camera specifications quote gelectr, D

and �read in e� units. Otherwise, these parameters should be

inferred.13 Often, the well-depth [19], denoted here as dwell is

specified. This is the number of accumulated electrons at a

pixel that corresponds to v. Hence, gelectr ¼ dwell=v. The read

noise �read is derived as the ratio of dwell and the DR [10],

[19], [22] specification.14 We collected specification data of

various cameras,15 and, in Table 1, we standardize the units.
Equation (59) derives 	gray based on �read, �digit, D, and

exposure time t. The latter is set as the inverse of the camera’s

frames-per-second (FPS) specification. The derived para-

meters gelectr and	gray are then given in Table 1 as well. For the

Dragonfly camera, the quoted parameters are not based on

camera specifications (unavailable). Rather, they were di-

rectly calibrated by us in an experiment, as we describe in

Section 10. These numbers can be used to predict the cameras’

performance in various multiplexing schemes. In particular,

we used this data in (60), (61), (64), and (65) to estimate �2
i;single,

MSEî;Hadamard, and prelative
limit for N ¼ 255 and is 2 ½0; isaturation

limit �.
The resulting MA is plotted in Fig. 6.

9 �-CORRECTION

Some cameras introduce a nonlinear transformation [19],

namely, �-correction to their images, prior to the final

quantization of the data. This operation does not increase

the DR of the detector [19], which is set by dwell, but actually

compresses the DR. We now analyze this effect. A

�-correction transforms a linear measurement a 2 ½0; v� to

an acquired value

~a ¼ 
a� where 
 ¼ ~v=ðv�Þ; ð66Þ

while ~a 2 ½0; ~v�. Here, � is a small number. Typically,

� � 0:5. The constant 
 matches the input to output

dynamic ranges. Transforming a 12-bit input to an 8-bit

output using � ¼ 0:5 requires 
 ¼ 4. This output quantiza-

tion introduces an uncertainty q to ~a.

Linearizing ~a, we recover the image irradiance

â ¼ ð~a=
Þð1=�Þ: ð67Þ

The noise variance of â is affected by that of a and by q.
Approximating these noise contributions as independent
and making use of (58), (66), and (67),

�â ¼ �2
a þ

@â

@~a
q

� �2

¼ 	2
gray þ

a

gelectr
þ a

ð2�2�Þq2

�2
2
: ð68Þ
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12. Some cameras have an antiblooming mechanism. It protects pixels
from electron overflow of adjacent saturated pixels, hence keeping
saturation local. In such a camera, the radiometric response is distorted in
the top 10-20 percent of its output [21]. Effectively, this reduces v in (65),
increasing prelative

limit .

13. The dark current D is sometimes given in mV/sec, and is converted
to e�=sec using a conversion factor of �V=e� given in the specifications.

14. Specifications sometimes mistakenly denote the DR as SNR. The DR
can be equivalent to SNR only in the absence of photon noise.

15. Typically, camera specifications correspond to the basic camera
amplifier mode. A higher gain changes the noise and the saturation level, in
e� units.



For a uniform quantizer, the noise STD is q ¼
ffiffiffiffiffiffiffiffiffiffi
1=12

p
. The

case of � ¼ 0:5 and 
 ¼ 4 described above yields

�2
â ¼ 	2

gray þ a
1

gelectr
þ 1

48

� �
: ð69Þ

Compare this result with (58). The effect of �-correction is

similar to that of photon statistics: noise is amplified with

the detected image irradiance, undermining the MA. This

problem is exacerbated when using a smaller �, e.g., � ¼
0:45 in conjunction to linearization by 1=� � 2:2 in (68). To

conclude, for successful multiplexing and demultiplexing, it

is advisable to avoid �-correction camera modes.

10 EXPERIMENTS

We used a setup as described in Section 4. The projector

created n ¼ 255 patterns on a wall, each containing 255 seg-

ments. The wall then illuminated the objects. In addition, we

also acquired images under the corresponding individual

sources (segments), using the same setup parameters

(projector brightness, exposure time, lens aperture, and

camera gain). The objects were also imaged when a “dark

pattern” was projected. This “darkness frame” was sub-

tracted from all frames acquired under active lighting. Based

on the multiplexed raw frames, single-source images are

decoded (demultiplexed).

First, we performed experiments using an analog Sony

NTSC monochrome camera having a linear radiometric

response. The projected patterns were as shown in Fig. 5. Two

of the images acquired under multiplexed illumination are

displayed in Fig. 7a. Two of the decoded images are

displayed in Fig. 7b. The corresponding images taken under

a single-source are displayed in Fig. 7c. The single-source

SCHECHNER ET AL.: MULTIPLEXING FOR OPTIMAL LIGHTING 1349

Fig. 7. Experimental results. All images are contrast stretched for display purposes. (a) Frames are acquired with multiplexed illumination.
(b) Decoded images. (c) Corresponding images acquired by single-source illumination. The single-source images have a significantly lower SNR
than their corresponding decoded images and low gray-level information.

Fig. 6. MA forN ¼ 255, accounting for the various noise componets. The
plots are based on the data in Table 1. The intensity domain is scaled by
each camera’s saturation limit, under N ¼ 255. The MA decreases with
the single-source intensity is. For most of the plotted cameras,
multiplexing enhances the SNR for all usable intensities. For the
Sensicam, this multiplexing is counterproductive ðMA < 1Þ for the upper
34 percent of its useable intensities.



images are very dark, and are contrast stretched for display

purposes. The correspondence of the decoded images to the

single-source images is seen in the cast shadows. Yet, the

decoded images have a much better quality. Fig. 8 shows

results of an additional experiment done with specular

objects. To uncover the object details, we saturated the

specular highlights in the display. Yet, none of the raw

captured images has saturated pixels. We have also per-

formed a color experiment (see [39]): In conjunction to

multiplexing the illumination direction, we have also multi-

plexed the illumination color. We projected cyan, magenta,

and yellow patterns, each capturing � 2=3 of the color

bandwidth. After decoding the illumination direction and

color, we obtain true-color images as if illuminated by a single

white source.

The analog camera suffers from a high read noise �. We

thus experimented with a digital PointGrey Dragonfly

camera. It is dominated by photon noise across much of its

DR. We verified this in a dedicated experiment. A stable DC

halogen light source illuminated a target having a wide range

of reflectance values, spanning the camera DR. Then, a

sequence of 100 frames was taken with t ¼ 28 msec, an

amplifier setting of 3.5 dB, and no �. Based on the sequence,

the statistics of each pixel value were derived. Fig. 9 plots the

average variance of a pixel value, as a function of its quantized

mean gray level. Near darkness, the noise STD is � 0:4 gray

levels, which is about twice the quantization noise. This noise

raises to � 2 gray levels at very bright pixels (saturation was

avoided). This plot fits the noise model in (58) very well, with

parameters 	gray ¼ 0:4 and gelectr ¼ 53e�.

Before using this camera under illumination, we ensured

that fluctuations of light power are effectively eliminated.

To do so, we studied beforehand the temporal behavior of the

bulb of our Epson EMP-7800 projector, using a light meter

(Newport 1815c) connected to an oscilloscope. We found

that the radiance of our projector exhibits a periodic

variation16 having a period of 7 msec. Other than this, the

measured bulb power appeared stable for long periods.

Hence, if the exposure time is a multiple of 7 msec, the

temporal variations of the projector should be eliminated.

Indeed, we use t ¼ 28 msec.

The experiment performed with the Dragonfly is similar

to the one done with the analog camera. Here, is 2 ½0; 97�
gray levels, where v ¼ 255. The brightest pixels are specular

points at nearly half of the image DR. At multiplexed

illumination, am 2 ½3; 215�. Saturation does not occur despite

a 128-fold increase of illumination intensity, as the bright-

ness of specular points only doubles, as expected from

Section 6. Moreover, the darkest pixels yield a readable

am � 3 value, despite being nulled (read as is ¼ 0) by

quantization under single-source illumination. This enables

subsequent observation of details. The results are shown in

Fig. 10. For a fixed camera gain (3.5 dB), multiplexing is

superior across the image, particularly in specular objects,

which are too dark with single source imaging. For

comparison, we also increased the camera amplifier gain

to a setting of 21.6 dB. This is a linear amplification factor of

�8:04, relative to the 3.5 dB setting, matching the MA ¼ 8:02

gained by multiplexing n ¼ 255 sources. This amplification

improves single-source imaging in most of the FOV, but the

quality is inferior to that obtained by light multiplexing

with a 3.5 dB camera gain. Moreover, in 21.6 dB gain, the

highlights are saturated (erroneous readout value of 255),

contrary to the multiplexed images.

The quality improvement obtained in these experiments

may not apply to other cameras. If a high-bit camera has a low

read noise as the Sensicam (See Table 1 and Fig. 6), then

multiplexing may not be as beneficial to the SNR. On the other

hand, fast cameras as the MotionPro may benefit from

multiplexing even more than we have since they typically

have a higher read noise (despite their higher bit quantizers).

Thanks to the ability of our method to handle low

signals, the available projector light power is divided into

many small sources. This high density of illumination

samples enhances realism in image-based rendering of

specular reflections. The cup shown in Fig. 8 is rendered in

Fig. 11 as if it is illuminated by a window, out of which is a

natural outdoor scene. The scene is specularly reflected

from various places on the cup.
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Fig. 9. The noise variance of the Dragonfly camera increases with the

measured signal, as modeled by (58) and (60). For the settings we used

for amplifier gain and exposure time, the noise STD is � 0:4 gray levels

at darkness, increasing to � 2 gray levels near saturation.

Fig. 8. Experimental results of imaging shiny objects.

16. This may originate from the bulb’s electric power supply in the
projector.



11 OPERATION GUIDELINES

To recap, we summarize guidelines for Hadamard illumi-
nation multiplexing.

1. Set the exposure time t and camera gain. Avoid
�-correction in the camera, if possible.

2. Ensure that the radiance of the illuminants is stable,
when integrated over t.

3. Take a “darkness image” of the scene, at the settings
of Step 1. Use this image later, to compensate for
stray light and dark current bias.

4. Calibrate the noise specification �2
a of the camera, at

the settings of Step 1.

5. Define the number of sources n you wish to operate.

6. Take a preliminary photograph with multiplexed

sources.

7. If Step 6 reveals saturation in diffuse areas, decrease
the number of multiplexed sources to N . Repeat

Steps 6 and 7 until saturation is avoided in diffuse

areas. Do not decrease the exposure time, aperture or

source brightness for this purpose.
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Fig. 10. Results of an experiment using a DragonFly camera and n ¼ 255. The inherent noise characteristics of this camera significantly depend on

the measured signal, as seen in Fig. 9. Still, (b) the multiplexing approach enhances the results relative to (a) single source illumination. (c) The

results are better than increasing the internal camera gain by the MA.



8. Based on N , determine isaturation
limit by (64) and

MSEî;Hadamard by (61).
9. Based on N and the camera noise parameters,17

derive iphoton
limit using (63).

10. Use multiplexed illumination with all N sources.18 If

iphoton
limit > isaturation

limit , the process will increase the SNR

for all pixels. Otherwise, it would benefit is < iphoton
limit ,

while it would lead to some loss of SNR in brighter

objects. The latter are better imaged using N ¼ 1.

12 DISCUSSION

Imaging objects under variable lighting conditions is an

important aspect of a broad range of computer vision and

image-based rendering techniques. Multiplexed illumina-

tion can be beneficial to these techniques. There are still

open questions for further research. In particular, part of

our limitation analysis assumed that for diffuse objects the

value of is is insensitive to s. This assumption does not hold

when the illumination direction range is very wide due to

foreshortening of object irradiance [45]. It is worth extend-

ing our analysis of limitations and tradeoffs to such cases.

This paper analyzed the consequences to Hadamard

multiplexing by effects as illumination instabilities, unequal

sources (channels), and photon noise. This analysis is not

limited to illumination, but is useful to other fields which

employ multiplexing, such as spectral sensing [9], [12], [15],

[44], [46], X-ray and �-ray imaging (e.g., in medical

imaging). Moreover, these effects may be accounted for

earlier in multiplexing design. This may result in new

multiplexing codes. We currently pursue this direction. An

additional extension is to define objective functions other

than SNR, that multiplexing needs to optimize or address. It

is interesting to note that light demultiplexing can be based

on images taken outdoors under natural illumination [32].

APPENDIX

To make the paper self-contained, we describe a method for
creating an S matrix. It is derived from a Hadamard matrix
H. There are several recipes [15] for creating such matrices.
A simple method involves the following steps:

1. Define the 1� 1 matrix H1 ¼ 1. Then, recursively,
define the 2l� 2l matrix

H2l ¼
Hl Hl

Hl �Hl

� �
: ð70Þ

2. Define the number of rows of H as nþ 1. In Step 1,
all the elements of the first row and column of Hnþ1

are 1s. Cropping this row and column, we are left

with a matrix of size n� n. Similarly to the notation

in [15], we denote this matrix as Gn, where

Hnþ1 ¼
1 11�n

1n�1 Gn

� �
ð71Þ

and 1 is a matrix whose elements are all 1s and
whose size is given by its subscript.

3. The n� n matrix S is given by S ¼ ð1n�n �GnÞ=2.

This procedure creates H matrices for which nþ 1 ¼ 2Q,

where Q is an integer [20]. Another recipe creates H

matrices for which nþ 1 is a multiple of 4. This can be easily

obtained by the Matlab software, using the command

hadamard. In any case, as proven in [15], we may always

manipulate H to have all the elements of its first row and

column be 1s. Therefore, we may proceed to Steps 2 and 3 in

the procedure detailed above, to create S. This is the

method we have implemented. There are methods [15] that

create cyclic S matrices. There, each row is a cyclic

permutation of its proceeding one, as in (10). Therefore, S

in not unique. Rather, for a given n, there is a class of

S matrices, all of which are equivalent with respect to the

analysis in this paper.
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