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1 Introduction

Various traditional telecommunication networks have long coexisted providing
disjoint specific services: telephony, data networks and cable TV. Their opera-
tion involved decision making that can be modeled within the stochastic control
framework. The most important ones are the choice of routes (for example, if
a direct route is not available then a decision has to be taken which alterna-
tive route can be taken) and the call admission control; if a direct route is not
available, it might be wise at some situations not to admit a call even if some
alternative route exists.

In contrast to these traditional networks, dedicated to a single application,
today’s network are designed to integrate heterogeneous traffic types (voice,
video, data, etc) into one single network. As a result, new challenging control
problems arise, such as congestion and flow control and dynamic bandwidth al-
location. Moreover, control problems that had already appeared in traditional
networks reappear here with a higher complexity. For example, calls corre-
sponding to different applications require typically different amount of network
resources (e.g. bandwidth) and different performance bounds (delays, loss prob-
abilities, throughputs). Admission control then becomes much more complex
than it was in telephony, in which all calls required the same performance char-
acteristics and the same type of resources (same throughput, bounds on loss
rates and on delay variation).
crarh 19360 RIAGAL B SHMRICIS SRIEY o Hie e singe sevpral other surveys
184,788, 141, 110, 142,144,239, 236, 238, 241] on related issues already exist,

see also . Other references that focus on the method]gl(ggéfolg,}b%t}s ]()lgﬁggg‘g | LiNT95,8en09, Wal88, Whid6

?

use MDPs to telecommunication networks can be found in [5, 50, 105, 183, 227,
256, 268|.

We have two goals in this survey. First, we wish to present to researchers
who specialize in MDPs a central application area which provides a vast field of
challenging problems. We would like to familiarize these researchers with special
complex features in control problems that arize in telecommunications: complex
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framework

information structure, problems with multiobjective and multiagents. A second
objective is to familiarize researchers in telecommunications with tools that have
been developed for modeling and for solving control problems in networks.

Problems that are described in this survey are MDPs in a general sense:
they are described as Markov chains whose transition probabilities are con-
trolled. This control can be done by a single or several controllers, having the
same or having different objectives. It is often tools other than the standard
dynamic programming that are used to solve these control problems. For com-
pleteness, we occasionally mention approaches that have been used for control
of telecommunication systems which are not based on MDPs, and then relate
or compare these to MDPs.

2 The Control Theoretical Framework

The most popular telecommunication network architectures today are the In-
ternet and the ATM (Asynchronous Transfer Mode) networks. The Internet
offers today a “best effort” type service, i.e. the resources in the network are
shared among all users, and when the number of users increases, the quality of
service (in terms of delay, throughput, losses) per user decreases. In contrast,
ATM networks provide mostly guaranteed services: if a session needs a given
Quality Of Services (QOS) it may establish a contract with the network that
guarantees that all along the sessions some required bounds would hold on given
performance measures (loss probabilities, delays, delay variation, throughput),
as long as the source respects the terms of the contract (in terms of the average
and the maximum throughput it sends, as well as some constraints on its bursty
behavior). Two guaranteed service classes are defined in ATM: the CBR (Con-
stant Bit Rate) and VBR (Variable Bit Rate) service classes. ATM contains also
two best effort type services: the Available Bit Rate (ABR) service and the Un-
specified Bit Rate (UBR) service. In the ABR service, the network determines
the allowed transmission rate of each source by sending to them periodically
appropriate control signals. As long as a source abides to those commands, the
network guarantees some given bounds on its loss rates. In the UBR service no
guarantees are given on performance measures.

From a control theoretical point of view, an important classification of the
control in networks is according to who is controlling and what the objectives
are. Three general frameworks are possible:

1. Centralized control, or a single controller. This is the case in problems
such as call admission control: a request for a new connection arrives and
the network has to decide whether to accept it or not.

aCr82
2. Team theory }FTZB'?‘ several controllers but a single objective. This is
the case when all the control decisions are taken by different elements (or
agents) in the network rather than by the users. The common objective(s)
are then the efficient use of the network and providing a good service to
the network users.
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3. Game theory }[Z‘ZB'TTthere are more than one selfish decision makers (play-
ers) and each one has its own objective. The goal of each player is to
maximize its own performance, and the decision of each player has an
impact on the performance of other players. This framework models the
case of several users that can control their own flow, or the routes of their
own traffic.

From a control theoretical point of view, ATM networks can be viewed gen-
erally as team control problems: there are several agents within the network,
typically situated in the routers or in the access points to the network that take
decisions. Their objectives is to guarantee the performances that they wish to
provide to the various applications and, if possible, to optimize them. In ad-
dition, an important objective is to use efficiently network resources (memory,
bandwidth etc). Ofte 1fferent controllers have different information, as will

be discussed in Sectlon he literature on problems in tg}ggg@m%ﬁlg Sgou tecontrol,YaSc89

related models) that fall 1nto this category is very rich, see[32, 34, 132, 226, 2

The appropriate theoretical framework to consider the Internet is more in-
volved. It could be considered as in a game framework since essential control
decisions (such as flow control) are taken by the users which are a-priori non-
cooperative. The sources may have different objectives and their dynamic be-
havior may have an influence on other users.yﬁ%%Fractice, however, the actual
design of controllers of data transfer (TCP/IP ) is frequently done (through
the software that comes with computers handling Internet connections) in an
unselfish way. The controllers can still be changed by the users or by applica-
tions to improve their individual performance, but this is seldom done. On the
other hand, rate controllers are frequently applied in the Internet to interactive
voice and video (by changing the compression rate and thus the quality of ser-
vice). In these applications there is much more variety of controllers and these
are often designed in a selfish way.

Two optimality concepts are used in the non-cooperative games arising in
networks. The first is the Nash equilibrium: it arises when the performances are
determined by a finite number of controllers and it constitutes of a strategy set
for each of these controllers such that no user can benefit from deviating from
its own strategy as long as the other controllers stick to there strategy. A second
type of equilibrium concept arises when the number of users is infinite (which
may model in practice a finite but large number of users) and the influence of
a single user on the performances of other users is negligible. This is called an
atomic game. In the context of routing prob ms in networks, the corresponding
equilibrium is called a Wardrop equilibrium ]. This concept turns out to be
%s_%_?l also in cases in which both the flow as well as the routing are controlled

If we consider a very large number of sessions in a network, the routing
decisions for a single session will typically have a negligible influence on the
performance of other sessions. This will then be viewed as an atomic game. If
however, the routing decisions are not made by the application that initiated
the session but, rather, by the service provider to which the user is subscribed,



then the analysis will be in terms of a Nash equilibrium, given that the routing
decisions of any service provider can have a nonnegligible impact on the perfor-
mance of users of other service providers as well. Another example of where the
Nash equilibrium is the proper theoretical concept is flow control on the inter-
net initiated by Web connections. A single request to access a Web page that
contains many pictures can result in opening simultaneously several connections
each of which is used to fetch the data of another pictures. In such a case, a
single application can have an important impact on many other applications.

Most work that studided telecommunication networks within the the game
theoretic framework did not use a dynamic setting and restricted to determining
the size and the routes of average flows. We present some examples that did use
stochastic dynamic models (Markov games — which are the extension of MDPs
to a game situation of selfish control Eﬁl 5

Korilis and Lazar established in ?I'Gﬂ%the existence of an equilibrium in a
distributed flow control problem in a network in a setting of Nash equilibrium.
ThTf}g I_glgr&}ﬁrt éil}i%gct%%%d ig%lslgéution using coupled Linear programs.

43, 3b, 49, 73] treat a problem related to the choice of connection between a
best-effort type service and a dedicated guaranteed service. Consider a request
that arrives for a connection for a data transfer. The user that initiates the
connection can either use a guaranteed service and request a fixed dedicated
amount of resources (bandwidth etc), or it could use a typically cheaper best-
effort service in which the resources are shared between all best-effort ongoing
connections. The information available for taking the decision is the number of
ongoing best-effort connections. The user wishes to minimize the expected time
it takes for the data transfer. Note that this time depends also on the decisions
that will be made by future users that will wish to connect: if more users in
the future will decide to use the best-effort service too, the expected transfer
time will become longer, since the available resources are shared between all
ongoing connections. However, the decisions of future arrivals are unknown.
This explains the need for the Markov game approach and the equilibrium
concept that is used in thes jeferences. The existence und niqueness of an
equilibrium is established in and it is further computed in the case of a
Poisson arrival process of sessions.

Other examples of Marlﬁoytgg_r&eﬁlvgéﬁc&ﬁ_gls(g}fnﬁggdels related to telecom-

. . . . 2 as
munication applications are [3, 29, I14]

Before ending the discussion on game models, we mention zero-sum Markov
games in which there are only two players with opposite objectives. Several
models within this special framework have been used for the study of problems
in telecommunications with a single central controller in which some parameters
are unknown. The unknown parameters were assumed to vary in time in a
way which us unpredictable to the central controller (called player 1). The
goal of player 1 is to guarantee the best performance under the worst possible
(unknown) dynamic choice of the unknown parameters. To solve such problems,
one models the unknown parameters as if they were chosen by a second player
with opposite objective. This gives rize to a zero-sum game. Admission co&tf&%ame 1, Altfgame2,ALtrgame99 AHSOT ,
routing, flow control and service assignment problems were considered in [T, 2,




6, 16, 21, 15].

In all three theoretical frameworks that we discussed above, the objective of
a controller may be in fact a vector. The objective is said to be multicriteria.
In the case of a central controller one may wish to minimize delays, minimize
losses, minimize rejection rate of sessions, minimize waste of resources etc. One
could add up the objectives and consider minimize instead a weighted sum of
objectives instead. Alternative formulations are

1. Minimizing the vector of objective in the Pareto sense; a Pareto solution is
a policy such that no strict improvement in the performance of one com-
ponent can be achieved without strictly decreasing another component.

2. Minimizing one of the components of the objective subject to constraints
on other components.

We state some example of the multicriteria approach in the modeling of
telecommunication problems:

(1) The mazimization of the throughput of some traffic, subject to constraints
on its delays (this problem has been studied along with its dual problem: the
minimization of expected delay subject to a lower bound constraint on the
throu%%p%g{?). A rich research literature in this direction was started up by

Lazar and has been pursujgogﬂg 1d§\srg38q_g I})ag 1}}' 1 Sf&éﬁ&%gljg@f@;@g?yo'ﬁher

researchers; some examples are s 0, I61, 251], In all these cases,
%gg%_?—type optimal policies were olkgléag? (known as window flow cor} _.tTar%g% Koole

and Hordijk and Spieksma considered the problem of as well
as other admission control problems within the framework of Markov Decision

Processes (MDPs), and discovered that for some problems, optimal policies are
not of a limit-type (the so called “thinning policies” were shown to be optimal

under some conditions).

Altman %ﬁsiders a discrete time model that extends the framework of
the above problems and also includes service control. The latter control can
model bandwidth assignment or control of quality of service. The flow control
has the form of the control of the probability of arrivals at a time slot. The
control of service is modeled by choosing the service rate, or more precisely, by
assigning the probability of service completion within a time slot. A tradeoff
exists between achieving high throughput, on the one hand, and low expected
delays on the other. It is further assumed that there are costs on the service
rates. The problem is formulated as a constrained MDP, where we wish to min-
imize the costs related to the delay subject to constrained on the throughputs
and on the costs for service.

(2) Dynamic co Hglsgé access of different traffic types. A pioneering work
by Nain and Ross H?ZUTTﬁnsidered the problem where several different traffic
types compete for some resource; some weighted sum of average delays of some
traffic types is to be minimized, whereas for some other traffic types, a weighted
sum of average delays should be bounded by some given limit. This £ asrgch
stimulated further investigations; for example, Altman and Shwartz »E{'Esfﬁ,—who

0
considered several constraints and Ross and Chen [44] who analyzed the control




of a whole network. The typical optimal policies for these types of models
requires some randomization or it is based on time-sharing between several
fixed priority policies.

(3) Control gdmission and routing in networks. Feinberg and Reiman
have solved in e problem of optimal admission of calls of two types into
a multichannel system with finite capacity. They established the optimality of
a randomized trunk reservation policy.

Other problems in E‘Lﬁlféjsf),met&}ﬁ%is%%‘fiﬁi g’gﬁ%&h have been solved by constrained
MDPs are reported in [74, 56, I90[. A study of a constrained MDP in a queueing
model with a removable server vg11§l11 m‘ggssible applications in telecommunications
or in production, was done in ]’[:92—

3 Information issues and action delays

info

When attempting to model control protocols in telecommunication networks
within the optimal stochastic control framework, we note that many non stan-
dard features arise in the information structure.

We recall that a “full information” framework is a setting in which each
controller knows at each time instant all previous states as well as the previous
actions taken by all controllers, plus the current state. In addition, it is assumed
that all controllers know the initial state (or the initial distribution over the
initial state). We list below some complex aspects of the information available
to the decision maker.

3.1 MDPs with Incomplete information and MDPs with
partial information

The decision maker does not have full information about the network state,
but only some observations of the history. For example, the flow control in
ABR services in ATM is performed by routers within the networks which have
information only on their own congestion state (the number of cells queued at
the router) and may have some rough information on congestion experienced by
connections that use this router; but they have no information on that of other
connections. There are various models that handle MDPs without full state
information. By “MDP with incomplete information” we refer to a a Baysian-
type framework in which the decision maker(s) can take actions according to
the observed history, and they know in addition the initial state, or an initial
distribution over the state.
In contrast, in the framework called “MDPs with partial inf(ﬂ-ﬁ&l%irocﬁ’;kﬁ%lkamis,Loeve thesis

initial distribution or the initial state need not be available (see [T24, 125, 165,
186].) To illustrate this framework, we mention the problem of two service
stations in tandem. Customers of two different types arrive at a single server
facility. The control decisions of the server are which type to of customer to
serve at each time. Customers that are have arrived and are have not yet been
served are queued and wait their turn. Once a customer is served in the first



station it is routed to a second service station that has the same structure, in
which a second server has to decide which customer to serve at each time. There
again queueing may occur. The decision of each server may depend only on the
number of customers of each type queued in that ¢ gl}:gr.k?his is a very realistic
assumption in practice. This problem is solved in w

Another example of MDPs with partial information is window-based flow
control in networks. We consider a network with several sources and destina-
tions. Each source of packets has to take decisions concerning the transmission
of new packets. When a packet reaches the destination the source receives an
acknowledgement. The only information that a source has on the state of the
network is through these acknowledgements, from which it can infer how many
packets have not yet reached the destination (or more precisely, for how many
packets acknowledgements have not yet come back). Thus each cont &%Llaeioh;% 01
some different local information. This problem has been fully solved in TTZV,—IJZB?*
by exploiting the so called Norton Equivalence, which allows each so ce to con-
sider the rest of the network as an equivalent single queue (see also F251 )

Below we review information structures that are, on one hand, suitable for
modeling telecommunication systems and on the other hand, lead to solutions
to the stochastic control problem (within a reasonable complexity).

Quantized information This is a special case of incomplete information is
the Frequently congestion information is transmitted only by one or two in-
formation bits, so that the transmitted information takes a small number of
possible values. This is the case in the TCP flow control on the internet, where
the way to infer that congestion exists is by a binary information on whether a
packet is lost or not.

Delayed information The information available to decision makers on the
state of often suffers from delays. A one way propagation delay can exceed
250ms in a network that contains a Geostationary satellite link. Around 20 ms
of propagation delay is incurred in a communication between the west and east
cost of the USA. In addition to propagation delays, large random time varying
delays are often incurred due to queueing. These components depend on the
congestion state of the network and are sometime unknown to the controllers. In
a network with several controllers, the delays further vary from one controller
to another. The delays could be neglected in analysis of networks in which
throughputs were small and transmission delays large; in such cases the time
scales related to events in the networks were larger than those involving the
delays. Today high speed networks achieve very large throughputs, and the time
between the transmission of two consecutive information bits can be smaller than
10~ %sec (when considering Gbit/s networks). Hence information delays become
a crucial practical (and theoretical) problem.

We briefly review work on control problems with delayed information in
ﬂi‘ﬂ%%%ﬁ}ﬂ'é?&g?ﬁi&% Flow control with delayed information has been studied in
26, 37, 167] by transforming the problem into an equivalent MDP with full infor-
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mation. The first paper has been extended to noisy delayed information in }Fﬂf‘i
Work on rate-based flow control with delay in the framework of lﬂﬁ%ﬁr gggqé%i;c’ ABS99
control (linear dynamics and quadratic cost) has appeared in [28, 30, 34]
rate based flow control, the rate of transmission of packets is controlled). The
impact of delay on qy-based flow control in the framework of Jackson net-
work is analyzed in %g im window-based flow control, the controller adjusts its
window dynamically; a window stands for the number of packets that can be
sent before acknowledgements to the source arrive fronbtb&d}gstlgalmgrb)s Rout-
ing with delayed information has been investigated in [41, 166, 247]. bmally,
problem of optimal prior [¥ygssignment for access to a single channel with delay
has been investigated in [20].

Sampled Information Sampled information means that the decision maker
(either within the network or at the source) does not get the information on the
network state continuously, but it get some occasional updates. For example,
the information used for flow control in the Internet are the acknowledgement
that return from the destination to indicate the receipt of a packet. Acknowl-
edgements return however at discrete times, may be lost, and their rate further
depends on the transmission rate of the original transmitted data packets. To
our knowledge that has been almost no work on MDPs with sampled infor-
mation in the context of telecommunication networks. We should mention that
modeling the flow control within the linear quadratic control fra Tgrk (in par-
ticular - when considering Gaussian noize or the Hz= ap g)roac m}FZm(l allows
to handle sampled information, using the theory in EZZTSec 5.3]. But this has
not yet been done. In %an alternative framework is used to handle sampled
information; properties of optimal policies are established there whenever the
value function is multimodular in the controls.

Asynchronous Information This is a special case of sampled information
in which several controllers in a network receive information at different times,
possibly independent of each other; a controller may not know when another
one gets an information update. For example, routing information for establish-
ing the shortest path in the network are typically gathered in different nodes
(routers) in which local routing decisions are taken. Such routers exchange
occasionally information to determine shortest paths in an asynchronous way.

Delayed sharing Information This is sRe}glagagglslg otf %g(%gr%%tlé)ﬂlaggt’%% iyai
ture that arises in team or game problems |[129 168, 169, 220, 253]. The state

is given as a product of several local components where each component corre-
sponds to one controller (or player). Time is discrete. All controllers have a one
step delayed information about the global state of the system. However, each
controller gets immediate information about the local component of the state
that corresponds to it.

We present some examplﬁ%h%f taepcgllitcrzgflions of this type of information struc-

ture in telecommunications. studied decentralized control in packet switched




satellite communication and ﬁ'qg% studied a decentralized control problem for
multiaccess broadcast networks. In both examples, each controller has to de-
cide whether to transmit or not, without knowing if packets have arrived in the
current time unit to other nodes. If they did, then packets from other nodes
could be scheduled for transmission at the same time and collisions could occur.

No information When transferring short files, the information about the
state of the network may come back to the source after the whole file is trans-
ferred. This situation occurs when transmission delays are negligible with re-
spect to information delays. This illustrates the fact that controllers often have
to make decisions with no available state information. There have been several
approaches in solving MDPs with no state information. W'toléivn t%}égigartial in-
formation framework, the algorithm of Hordiﬁ?ﬁﬁzﬂd Loeve %Wﬁeen used
in a problem of routing into parallel queues [124]. An alternative approach
has beer?ti)ré) %gGﬁggbﬁoygs&ful in solving routing control, admission control and
polling [T3T,77, T49]. This approach applies to cases in which instead of keeping
the whole history of previous actions, only some finite (bounded) number of
events have to be recoreded. In all above papers, the events which have to be
recoreded when considering routing to several queues are simply how long ago a
packet was routed to each one of the queues. This allows to transform problems
with no information to equivalent MDPs with full information, establish the op-
timality of periodic policies as well as other characteristic of optimal policies. It
is in particular remarkable that models which are not Markovian (arrival of cus-
tomers may be general stationary ergodj cesses) can be handled by MDPs
with finite spaces of states and actionsd%%_g third approach consists of using
special structure of queueing systems, often used to model telecommunication
systems which leads to the optimality of policies that are regular in some sense.
In particular, whenever the value function can be shown to be multimodular
in the controls, a rich th I ﬁﬁ‘ﬁf for obtaining optimal policies with no state

information. We refer to [I EQ&-IBQ gﬁfb%l?&ﬂ aA%Qpr&%e rties of multimod-

ular functions, and refer to 109 7, 14, 12, 9, 10, 13] for applications in routing,
admission control and polling w1th Sﬁg%tidﬁgfgnﬁl%g}% éﬁ’&kﬁrglgyl%ﬁo%ﬁreg-
ularity of policies are presented i 2.8:88, , 131]. In particular, the
Golden-ratio approach is used in , or an optlmal channel assignment
problem with no state information to obtain simple policies which are close to

optimal. This approacli,,]iﬁ dapted to a context of opt; oalai%heduling of search
engines on the Web in IB? and to optimal polling in %lg .

oo
o

Nested information In the case of several controllers, say N, we say that
information is nested if we can order the controllers in a way that information
available to a controller i is a subset of the information available to controller
i+ 1 for all 1 <4 < N. This structure is again a special case of the incomplete
information setting. Note that the case where several controllers receive all
information after some fixed delay (that may depend on the controller) is a
special case of the nested information structure. The controllers are then ordered



with decreasing delays. An exa, ple of a flow control problem that gives rise to
this information structure is 32%

3.2 On the tractability of complex information structure

There is one appealing feature in the nested information as well as in the one-
delayed sharing pattern. In both cases it is possible to transform the problem
into an MDP with full information with somewhat larger state and action spaces.
The way to transform an MDP with inco%{&’%& ﬁgéﬁrﬁrgg&égnv ;C;Qa %gwequivalent
one with full information can be found in [TI7, 129, 148, 253] and references
therein. For the case of several controllers, we cite a general condition that
allows to transform an incomplete information MDP with several co talig]ggrs
into an equivalent MDP that has a tractable solution the following , D
369]: “An agent’s information at a particular stage n can depend on the control
of some other agent at some stage k < n only if he also has access to his
information available to that agent at that stage k”. This condition includes
th Qs —2de1ayed sharing pattern as well as the nested information. It is called
in TFZZE%& “classical information pattern”.

We note that some complex information structures seem natural for modeling
telecommunication systems but have not been actually used in the literature
since their solution is either hard or unknown or requires policies which are
complex to realize (require many computation and/or memory). An example is
team or game problems with no state information, with full information on the
actions of the agents, but in which the different agengs have different knowledge
on the initial states. (This problem is related to %9%

An alternative conservative approach for handling various information struc-
tures is to consider noisy information, where the noize is allowed to be a gen-
eral, Fi)fs%ls)%% skads dependent disturbance. A worst case design can then be
used , . is approach may be used for example to handle the case of
quantized information.

3.3 Action delays

Another important implication of the delays in high speed networks is the so
called action delay: even in absence of information delay, a large delay may
elapse between the moment that a decision is taken by a controller till this de-
cision has an impact on the network. For example, in ABR service of ATM
networks, routers issue commands on flow control that are forwarded to the
transmitting sources through special information cells. A router has an imme-
diate information on the local state of the queues in that router. Based on this
information it sends commands to the sources. But by the time the sources
react to these commands, and by the time the reaction influences the queues at
the router, a large actiont éay elapses.

It has been shown in hat MDPs with both information and action delays
can be transformed into a equivalent MDPs with only information delay.

10



In the following sections we summerize in this section some central control
issues that arize in telecommunications.

4 Call admission control

The decision of accepting another call to the system may influence both the
performance of that call as well as that of ongoing call in the system. This
decision changes the state of the system and thus has also an impact on whether
future calls will be accepted. Call admission control (CAC) is not applied today
on the Internet, but is implemented in ATM networks. Whereas many protocols
and control policies have been standardized in the ATM, the implementation
of CAC in ATM network is left to the constructor and will probably not be
standardized. We describe below several type of admission control problems
that arize in telecommunication. Admission control is often combined with
routing; we discuss this in the subsection on routing. Other issues relaj‘?ldr Lo
admission control in wireless communication will be discussed in Section 0.

4.1 Admission control for CBR sources

If the network guarantees a fixed bandwidth per accepted call (e.g. in telephony
or in CBR connections in ATM), then the performances of accepted calls is no
more influenced by future decisions. In particular, in an ATM environment,
delays and throughputs are guaranteed all along the call once it is admitted.
The main performance measure of interest in that context is then the average
rejection rate of a session. Dynamic decisions are required in that framework
if there are different classes of calls, each with its own requirement of network
resources. This type of admission control problems is frequently modeled at
a session level: the state is taken to be the number of sessions of each class,
and the MDP is formulated by using the arrival rate of sessions, there average
bandwidth requirement and the probability distribution of the duration of a
session.

In the case of a single node, a given bandwidth has to be sh rﬁgsl,)ftween

. . . . 1ppman,PRK96,RoYad0
session. This problem is known as the stochastic knapsack problem [I7, I8I, 214,

223] and references therein. In this setting, there may be cases in which if we
accept a call that requires a small amount of bandwidth then there may not be
sufficient room for accepting a large call. This type of dilemma explains the fact

thaﬁ %tsi?%lg%cceptance policies are quite complex and are often non-monotone,

see 17, .

In special cases, the acc GB%BE%POE%G%RR £Dp Sy fo be monotone and t.he
acceptance region is convex R , , . In the case of two classes with
the same bandwidth requirements per class, the optimal policy is known as a
trunk reservation policy, which means that we reserve some bandwidth for a

high priority class and calls of the other classes are rejected when the remaining
bandwidth for the priority class goes below that level. We mention here that

11



[FeRe94
in @ﬂTs posed as a constrained MDP and the trunk reservation policy requires
randomization.

In the case of jobs with different requirements for bandwi
solution of the optimal call admission control is presented in
two classes) when restricting to coordinate convex policies, see also
The solution is based on the observation that for such policies, the steady state

70 bilities have a product form. A fluid approximation approach is used in
%7 when relaxing the above restriction. The solution shows, in fact, that in
the appropriate scaling, the limit fluid model has a trunk reservation solution
which is a special case of a coordinate convex policy.

In the above discussion it is assumed that if a call is not accepted then it
disappears. There are, however, cases in which a requirement for establishing
can be put into so %(,ﬁa jte waiting queue instead of being completely rejected.
An MDP is used iJFZ‘I"I'?’R) solve this problem and its performance are compared
to other methods.

Ak, RoYa90

4.2 Admission control of sources with variable throughput

A very rich literature exists on admission control of calls with variable trans-
mission rate (VBR sources). Assume that a single node with a given bandwidth
is to be shared between several sources of this type. A conservative approach
would be to consider the sum of peek rates of all existing connections and to
check whether the overall bandwidth would be exceeded if we further added to
that the peek rate of the new connection. If it is then the call is rejected. In-
stead, one tries to make use of statistical multiplexing, i.e. of the fact that rarely
all sources transmit at peek rate. The typical question that is posed then is: how
many calls can we accept so that the probability that a packet is lost is below
some threshold? note that a packet is lost when the sum of the instantaneous
transmission rates exceeds the available bandwidth. A popular aEH&Q%}igiﬁ E%\IT97
characterize sources by a parameter called effective bandwidth (see |86, 140, 184]
and references therein) which is, roughly speaking, the amount of bandwidth
the source needs so that the average loss rate is below some threshold. It is
obviously larger than the average transmission rate, but is still smaller than the
'Br?&k, Kre%q.,L’S\Hgge are methods to estimate or to compute effective bandwidth
186, 140, 184].

The effective bandwidth approach itself is not related to MDPs, but it can be
combined with MDPs. Indeed, once we know the effective bandwidth of a source
with a variable transmission rate, we can use methods from the two previous
sections for admitting calls and consider that the bandwidth they require is the
effective bandwidth (instead of the peek rate bandwidth). This allows to accept
more calls and thus use the network more efficiently at a price of some additional
loss probability of packets in each connection. If the effective bandwidth of
existing calls is unknown to the network, adaptive mechanisms can be used to
estimate it and combining that with call admission ¢qn 501. This approach is
known as measurement based admission control, see ;(16
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The effective bandwidth is not the only approach that can be used to com-
bine session level considerations with t level phenomena (i.e. the actual
process of transmission of sources). In an MDP is formulated to obtain a
Call admission control that takes both into account, and a solution is obtained
through linear programming.

4.3 Call admission in an integrated service environment

The control problems that we mentioned in the previous subsections were related
to “non-elastic” calls, i.e. calls that have some given bandwidth requirements
and cannot adjust their transmission rate to the available bandwidth. On the
other hand, there are applications that can adapt their transmission rate to the
available bandwidth (for example, data transfer). In this case it may seem that
call admission is control is not required; the ATM forum (a standardization
institution for ATM) has decided hat ABR sessions will not be subject
to CAC, unless they require from the network a guarantee on minimum cell
rate. (An ABR with minimum cell rate can adapt its transmission to the avail-
able bandwidth: it will use more bandwidth if available, but it still requests a
minimum guaranteed bandwidth.)
The following questions then arise:

e How to control acceptance of ABR sessions when they do have a minimum
cell rqte requirement?

e How to handle call acceptance of CBR or VBR traffic in the presence of
ABR traffic?

}leél(']ugs_gt%dy the second problem using diffusion approximations under general
distribution of interarrival times. They obtain numerically policies that have a
monotone switching curve structure and show that a substantial improvement
in the performance of ABR traffic classes can be obtained at the price 11frl
slight increase in the rejection rate of CBR and VBR traffic classes. In ﬁ:{%
the monotone switching curve structure is proved to be optimal in the case of

expongtial disgribitians. - |
In , , , routing and call admission of combined CBR, VBR and

ABR is considered. Here ABR traffic is also subject to admission control as it
is assumed to have a minimum cell rate requirement.

5 Buffer management and packet admission con-
trol

Admission control may occur not only at a session level, but also at a packet
level. In absence of packet admission control, packets that arrive to routers

queue up in dedicated buffers; if buffer overflow ﬁ?&ﬂ g]agaggckets are lost. In

both ATM as well as in the internet environment ) 1t has been recognized
that performance may be improved if the network rejects arriving packets even
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before the buffer overflows. This is especially the case when we wish to provide
different performances to packets of different priorities. Yet, even in the case of
a single priority, if real time interactive applications are used (such as video or
voice) then it may be useful to discard packets before buffers overflow in order
to avoid large queueing delays.

There has been a rich literature on optimal acceptance of customers into
a single queue (or a network of queues) using MDPs, either directly related
or with potential application to the above uglleing ds;} starting from the
rlﬁte ngargélq Qte&}ng;cukg g£ tstgesgey{@!be E%F?ﬂ_mater references are
63, 43, 165 255 257 241], see also 1228, 229].

In general, the type of results obtained in these papers is the existence of
threshold optimal policies that reject packets if and only if the queue size exceeds
some level.

Surprising structural results have been obtained in ﬁ?&%when considering
multiobjective control problems. The expected average delay has to be mini-
mized with some lower bound constraint on the expected throughput, or alter-
natively, the expected throughput has to be maximized with an upper bound
on the expected average delay. Optimal policies are shown to be of threshold
type, but in addition to that, there is one state in which randomization (be-
tween acceptance and rejection) is required. Surprisingly, this randomization
has to be performed not necessarily at the threshold, so the optimal policy is
not monotone.

Admission control with no state information was studied in M using the
co (&%Qt %Bnultlmodularlty This has been extended to a framework of a IPA%%OE}% £96 . KaKu97
1n%l'2_95]_"l“he case of delayed (and other) information was studied in [[IT, 37,
167).

Remark 1 In flow control problem the source has to decide at which rate to
send packets. The admission control problem can thus be viewed as a special
case of a flow control problem, in which only two actions exist: that of trans-
mitting at rate zero (corresponding to rejection) and that of transmitting at
maximum rate (corresponding to acceptance). Thus much of the literature on
flow control can be of potential use for admission control.

BP99
We would finally like to mention 317 in wl}%% 1:}%n(z:ogle:)ined rate-based flow

control and admission control are handled, and [4] which considers the control
of admission and of service (in a non-zero sum stochastic game setting).
Qctiggr ues in buffer management in which MDPs have been used are given
M’[‘E%e concern optimization of policies for sharing a buffer between
several classes of arrival streams.

6 Flow and congestion control
In many applications, the users have to adapt the transmission rate of the pack-

ets they transmit to the instantaneous state of the network. There are two main
approaches to do so: the rate-based flow control, in which the rate is directly
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controlled, and the window-based control, in which the window size is to be
determined dynamically. More precisely, when a packet reaches the destination
the source receives an acknowledgement. The window is defined to be the num-
ber of packets that are allowed to be transmitted before being acknowledged.
If this number is fixed to, say, one hundred, then the source can first send one
hundred packets, and then later send one packet per each acknowledgement
that returns from the destination. Depending on some parameters that can be
measured (as delays, or losses), the source can dynamically ch %the window
size. The rate-based flow controlled is used in AT%%%tworks , whereas the
window-based flow control is used in the Internet
Many papers have been devoted to flow control into a single queue. The
network has often been modeled as a single bottleneck queue in which congestion
occurs, and the rest of the network just adds to additional propagatio% éjl%lragé’oxss,ﬂsLago,HsLag 1,VaLa87
This has been justified by both experimentation and theoretical analysis [64, 67,
127, 128, 251]. In the last three references, optimal window-based flow control
is obtained in the case of several sources and in a whole network. The problem
is solved by reducing it to an equivalent single queue models.
A key research issue has been to establish the optimality of flow control
policies that are monotone in the state, under different informatioqu&g?H&lg%mhreshol d.ALtmanN, ALSt96 ,Ser76,
The monotonicity in the case of a single queue has been studied in [IT, 22, 20,
37, 228, 229, 242, 241]. In the case of two actions, this monotone policies become
Fh a}z;(ll(él}a)ggciﬁs;[‘he monotonicity in ogg% case of a whole network is treat'ed
in ;:IZI, e alg(%%,_ﬂ_’%msmns), based on the submodularity
concept [249] (see also . In general, the proof of the monotone structure
uses value iteration and it requires that the cost be convexity nondecreasing.
Thqsg%xé%xit%ighgggvm%ver, not necessary in the case of expected average cost,
see [242] and [4].
Note that the flow control in a network has often the form of the control of
service rate of a queue since by controlling it we determine the flow rate into
the downstream nodes. Typical objectives are to minimize expected delays or
other monotone functions of the workload or number of queued packets. In
the case of finite queues, o gofoglastin(liers often the minimization of losses as an
objective. In that context, Ffmlyze a tandem queueing system with finite
buffer capacities where both queues are fed by exogeneous arrivals. The first
server can be stopped so as to avoid congestion at the downstream queue. They
show that the optimal control policy for the minimization of the total loss rate
(in both queues) has a monotone switching curve. They then compare the
optimal policy to other policies that are simpler to implement.
Monotone structure for flow control has also been obtained in the frameworks
of constrained MDPs and in stochastic games. In the setting of constrained
MDPs, the expected delay is to be minimized subject to a lower bound on
the throughput, or vice versa: the thro l%‘ggk{%ot&algs,93%2&?%%%88}?&‘1%5 1t3.a283
an upper bound on the expected delay [5, 65, 66, 127, 128, 177]. Adaptive
implementations of this type of constrained problems can be found in ,
In the framework of zero-sum stochastic games, the service ratﬁf{ﬁyam%}i%]ﬁ%

. . . . . glglme2,AHE‘ame95
time in a way which is unpredictable to the flow controller [T, 2, Ib]. The

15



server is then modeled as an adversary player and the flow controller seeks to
guarantee the best performance under the worst case behavior of the server.
(The opposite GRSE in which the flow rate is controlled by an adversary player,
is studied in -) Finally, a model that cgmbines non-zero sum stochastic
games with constraints has been analyzed in %‘60%‘

An alternative framework for the study of flow control is the LQ (linear
dynamics, quadratic cost). A plausible objective is to keep queue lengths around
some desired level. This objective is derived from the fact that when queues
are large then the risk of overflow increases, which results in undersirable loss
of packets. On the other hand, when queues become empty then the output
rate of the queue cannot exceed the input rate (which is required to be, on
the average, lower than the service rate, in order to avoid instabilities); an
empty queue thus results in loss of throughput. By letting the queues’ size
track in an appropriate way the desirable level, optimal performance (in terms
of throughput and losses) can be achieved. When the queue seldom becomes
empty, the dynamics of the queue can be well approximated as being linear
in the control (the input rate). The well known linear quadratic framework is
obtained by setting the immediate cost to be quadratic in the deviation from the
desired queue level. Other objectives in terms of (undesirable) transmission rate
variation, or in terms of (desirable) g 00d tracking of the available bandwidth
can be included in that framework, see é? 30]. The available bandwidth may
be described as an ARMA model, which is also suitable for the description of
additional noize in the information available to the controller.

One %gﬁ/a% ﬁsﬁﬁ this setting is that delayed information is not difficult to
handle 58 3(1- “Moreover, it allows to handle the case of several controllers
&E&S?@E&Q ) Bebgam problem) with different action as well as information delay
32, 33, 34]. Finally, this setting allows for an explicit solution of the problem:
both the optimal policy as well as the optimal value can be explicitly computed.

7 Routing

Routing consists of determining the route of each packet from a given source
to one or more destinations. There are networks in which each packet may
use a different route (this is frequently the case in the Internet), such networks
are called packed-switch networks. In such cases dynamic routing control is
performed on a very granular scale. In contrast, in networks based on a circuit-
switch architecture (such as traditional telephony or ATM networks), routing
decisions are made for each connection, and all packets of the connection use
the same path. These are circuit-switched networks.
Among the mostly used routing algorithms are the Bellm I&ag‘ rd algorithm
the Djikstra’s Algorithm and the Floyd-Marshall Algorithm [5 I, Sjec. 5.2]. In all
these algorithms, the dynamic programming principle plays a central role. The
objective of routing algorithms is to find the shortest path between nodes, either
in terms of number of hops, or in terms of the link length (delay). The latter
may change in time either due to link failures and repairs, or due to changing
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traffic conditions in the network. Routing algorithms should therefore adapt to
such changes. Routing is further decentralized: finding shortest paths involve
computations that occur in parallel in various nodes of the network. Finally, it
is typically asynchronous in the sense that updates in different nodes no dont
occur at the same time. Some e}égégples of such algorithms are the one used in
the origingl 1969 ARPANET E‘lﬁ 327], and the RIP (Routing Information
Protocol) % (the latter reference can be considered to be the standard of the
Internet routing).

The above characteristics of routing algorithms, namely adaptivity to time
changes, asynchronicity and decentralization may cause oscilla 'gélassgmd stabil-
ity problems. Discussions on these problems can be found in %I, Sec. 5.2.5].
Therefore an important research issue on these asynchronous dynamic program-
ming algorithms is the study of ’?esgg_ponvergence and correctness. An example
of such a proof can be found in ’ , Sec. 5.2.4].

The general approach of routing along shortest paths is well suited to routing
of packets, since the routing decision for one individual packet has a negligible
impact on the delay along that path and the computed delay will be approxi-
mately the one to be experienced by that packet. Thus from a theoretical point
of view, the routing decisions r sult in solutions that related to the concept of
Wardrop equilibrium (Section Eﬁ%mport&n‘c feature in Wardrop equilib-
rium is that all routes from a source to a destination that are actually used
have the same delay. This property is appealing in applications in telecommu-
nications, since it reduces the overhead uf(llg gequencing in case different packets
take different routes (see discussion in ﬁ‘?m%

Below we further describe research on routing in packet-switched and in
circuit-switched networks. \ﬁw ‘e mention additional issues that arise in routing in
mobile networks in Section 0.

7.1 Routing and admission control in circuit-switched net-
works

When routing whole sessions rather than individual packets along fixed paths
(as is typically the case of telephony or of ATM networks), the routing decisions
will have a nonnegligible impact on the delay on that path, and thus on the
delay experienced by the session to be routed as well as by future sessions.
Other types of dynamic programming formulations have frequently been used
in those cases.

In case that all packets of a call have the same route, the Call admission
control is coupled with the routing problem: the question is whether there
exists a route along which we should accept a connection. This is the call setup
problem. Sometimes there is the possibility of taking alternative long routes
in case that a direct route is occupied by other calls, and the call admission
controller has to decide whether or not to use the alternative route. To illustrate
that, consider three nodes: A, B and C, and assume that between each two
nodes there is a direct link with a capacity to handle one hundred calls. If all
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the capacity between A and B is used, one can still attempt to route a call from
A to B through the point C.

In networks that use alternative routing whenever a direct route is not avail-
able, it has been observed that bi-equilibria behavior occur: the network can be
during a long time in an uncongestion equilibrium, in which many direct links
are available. But it can get also into a congested mode in which many alter-
native routes exist in the network. To understand this, note that an alternative
route uses more resources than a call established on a direct link, and it can
increase congestion in the network: the danger with using alternative routes is
that if a large number of connections are actually routed through alternative
routes then the amount of resources used is probably high, and the chances
that a new call will find a direct route is small. It would probably also require
an alternative route which will further increase congestion and would further
decrease the chances that the next call will find a free direct link.

To avoid the congested mode, trunk reservation is often used: it is a policy
that does not allow to use an alternative route on a link if the free capacity on
the link is below some threshold. The remaining capacity of the link (the trunk)
is reserved for direct calls. This means that new Cal}fﬁé’&bkgﬁg@ﬁﬁeﬁseven if
there are available resources to handle them (see e.g. [40, 143, 130]).

In the eighties, dynamic and adaptive routing has been introduced into tele-
phony, whij ]t r&-fulted in substantial improvement in network performance and
reliability ;8% . A number of methods have been prop a‘?\ﬁjl ;or adaptive rout-
ing: methods based on decentralized adaptive schemes , centralized time-
variable schemes and adaptjve methods based on the least loaded path (for more
details and references, see gg ). Several papers use MDB;ME 4(,:%8%‘_5’%%@9&1%
state-dependent routing and admission control (see e.g. [85, 162, 163] and ref-
erences therein). Since the state space is huge, it is impossible to obtain an
optimal policy except for small networks. However, policies with good perfor-
mance are obtained as follows. First, some independence assumption is used
which allows us to decompose the network problem into a set of MDPs each
related to another link. The optimal policy for the decomposed problem is easy
to compute, but it is not optimal for the original problem for which the decom-
position assumption does not hold. But based upon this poli@gsg.p;’ I?rlﬂlt%%gl%r%]g92
improye &olicy using a one step policy iteration procedure [T78, 162, 163] or
more ;g . The low complexity of this a 4oach allows us to obtain good poli-
cies based on real-time measurements %%%%nother method that uses a similar
decompostion approach as a starting point is given in .

In some cases of regular topologies (for example, a fully connected networks),
gu]k)a Gomes easier to obtain good policies as the network becomes very large. In
i he policy that uses the least loaded alternative rout with trunk reservation
is shown to be asymptotically optimal as the number of nodes grow to infinity.
| 1%% i frﬁggﬁgg&gﬁ on routing in circuit-switched networks using MDPs, see
[ DiffusJion approximations in routing of calls has been studied in }{(Tu%%?%b
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7.2 Routing and Admission in packet-switched networks

In addition to the question of decentralized asynchronous dynamic routing in
networks, other theoretical questions have attracted much attention. In par-
ticular, many researchers considered the case of routing into parallel queues.
Two types of structural results have been obtained: the optimality of monotone
switching-curve policies, and the optimality of policies that send a packet to the
shorter queue, if it has a faster server. These characterizations of optimal poli-
cies may seem quite trivial (although it is not at all straight-forward to prove
their optimality). Yet, they turn out to hold under quite specific conditions. In
fact, several counterexamples have been presented in which this %&&ture %)Ee]%
not hold any more once we deviate from these conditions, see e.g. and .

A routing policy into N queues is described by partitioning the space state
into disjoint sets S;, such that in set i it is optimal to route to queue i, i =
1,..,N.

Monotone swiﬁgl'éﬁlg{aﬁygtbgefws?gl Sappimal policy is shown to have the fol-
lowing structure , 98, , under various assumptions, for routing into
two queues: the two sets S; are separated by a monotone curve; for each given
state x; of queue 4 there is a threshold L such that it is optimal to route packet
to queue j # @ at state (x;, ;) if the number of packets z; at queue j is smaller
than Li(z;).

This type of results is extended to fiifferent.info.rmation s‘Fr tre, ra,crég fo .k
more than one controller. The delayed information is treated in [11, 41, 166,
and other information patterns (in ing the sampled information and the case
of no information) are handled in ﬁi%g

Joining the shortest queue with fastest server ;.08 RRURAURIUCY, Rampkesues uint7

shown to have the following structure [89, 121, 136, 193, 138, 139, 26Y] under
various assumptions when routing to into N queues. If the available information
is the number of packets in the queues then a packet should be routed to a queue
if it is has the smallest number of customers. If the workload in the queue is
known, then the routing is done to the queue with the shortest workload.

This type of results is extended to different information structure and to

more than one controller. The (%ela}/ed .infor'rn 1}% igctll‘ﬁfig%(eiggl -
An extension to a game setting is given in [3, and Te eﬁ%%??SFE}sl%ekELags
Diffusion approximations for routing have been used in [96, 97, 141] and
references therein.

7.3 Routing with no state information

An active area of research in packet-switched network is the routing N queues,
or N servers, or N networks with no state information.

.In the particular case of 8y ﬁlir}ﬁ &gg&e&"&l&&gptimali‘cy of a round robin
policy has been established in [13, 185, 256] (for the case of average costs).
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The case of finite horizon with Ppgegggtﬁﬂ_méggmatlon but with a given prior

distribution has been studied in

The case of routing to NV networks (not necessarily identical) that are linear
in the so called "max+" algebra, is studied in% Based on the theory of mul-
timodularity policies with some regular properties are shown to be optimal in
many cases, under very general assumptions on the service and arrival distribu-
tions. The objective is to minimize expected average waiting times or workloads
(or convex functions of the latter). This framework includes as special cases the
routing into N parallel queues.

Similar structural results have also been obtained in the case of routing to
#agaga“léﬁg SEIVErs with no buffering, where the throughput is tjéﬁégaximized.

10, 149] with exponential service times. It has been shown in [7] that even for
non Markovian inter-arrival times, the control problem can be transformed into
an equivalent MDP with full information where all but a finite number of states
are recurrent. For practical purposes, this means that an MDP with a finite
number of states and actions can be used to solve this problem. Moreover, it is
shown that there exist optimal deterministic periodic policies. In the particular
case of two queues, the optimal period is of the form (1,2,2,...,2), where 2
corresponds to the faster server.

7.4 Routing after queueing

A special routing problem that is somewhat different than the previous one is
that of routing after queueing: there are several servers with different speed.
In general it is optimal to send a packet to the faster server if it is not busy;
the question is then whether a a packet should be sent to a slow server (or
should we waig till the fast server is free). In the case of two servers it has been
shown in hat there is some threshold on the number of queued packets:
an arriving packet should be routed to the slow server if and only if the number
of packets in the is below the threshold. The original lengthy proof is based on
a policy iter iop, argument. Since then a simpler sample-path proof has been
presented in 125? 6&“{11 3n even simpler proof based on dynamic programming
has appeared in .

Surprisingly, this intuitive stcture of the optimal policy does not extend
to more than two queues, see y&ﬂ#

8 Scheduling of service

Optimal service scheduling models in many scenarios in telecommunications: ac-
cess control to a communication channel, dynamic priority assignment between
different traffic types and dynamic bandwidth allocation in ATM networks.

Infinite queues and linear costs: the uc rule One of the mostly studied
problem in stochastic optimal scheduling of service is the one in which there
are K parallel infinite buffer queues and the average weighted expected sum of
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queue lengths (or of work load) in the queue is to be minimized. The weight
factors are given by some positive constants ¢;, ¢ = 1, ..., K. The service times in
queue ¢ is assumed to be exponentially distributed with parameter p; whereas
inter-arrival times are generally distributed. It has been known already from
the early sixties tha g?n?e f)ptimal policy has is a fixed priority policy; it is the
so called ”u-c” rule :83, p. 84-85]: the different queues are ordered according
to the decreasing order of the product of the weight ¢; times the service rate
1i, and a queue is served only if those queues with a higher product of p;c; are
empty.

These results havlg b§'5en ad@t%d tgkot‘}%er framework, in particular to the
discrete time setting [47, 46, 9]

Other extensions and generahz?.gon%PHO(gﬁl glﬁoggoﬁioo]leafué” o e{]:'LStglall NainTW,0yenPT,Wal88

proof techniques can be found in [78, 79, 122, 08 158, 199, 202, 252 z5bj
(many ther related references are presented in ZEG?) In particular, the case
in which packets can }ﬁ?erg?routed (},_&%aﬁl glass after they terminate their
service is analyzed in see also e should mention that the first
proofs have used the theory %f E‘,gs& r%% @a‘%gl% %brﬁg}ggh it was known that
optimal index rule exists, see [103, 254, 261, 267, 26%|.

This problem has recelved a particular attention in the setting of MDPs with
additional constraints. As an example, consider the problem where different
interactive and non-interactive traffic compete for the access to a single channel.
One may wish to minimize the expected delay of the non-interactive traffic, but
yet to impose bounds on the averagjr(zia%aggeof interactive traffic. The case of a
single constraint has been studied in , who proposed a randomized mixture
at each step between two fixed-priority policies; they show the existence of an
op%ﬁg&olicy within this class. The case of several constraints has been solved
in who use a finite linear programming to determine an optimal policy
within the class of so called ”time sharing policies”: the controller switches
between different fixed priority policies when the queues all empty. The linear
programming determines the relative frequency at which each one of t ¢ finite

Elllitﬁlbs%% of fixed priority policies should be used. The solutions of both and
@Uﬁe a Lagrangian argument that transforms the control problem into a
nonconstrained one, fo hg\éhich the p-c rule is known to be optimal.

As a side result characterize the achievable set of performance measures
attained by any policy. When restricting to policies that do not idle when the
system is non-empty, this region is shown to be a polytope whose extreme points
correspond to fixed priority policies.

Later, a reverse apI')roa.ch can be 1.15ed % ISé%la\lf% t&qgsgonstrained problem:
first the achievable region is characterized ;)U 91 el&hg%nsi‘%el1 lows, one to
obtain the solution of constrained control problem | 55 53, 230]. "This approach

uﬁnéaé% Quf. kg, be. quite powerful in more complex control problems as well, see

W’Wﬁlev&bkz region is often referred to as conservation laws, see
e.g. , . 258].

The type anﬁgylts for the constrained control problem has been extended to

a network in et one should be careful when considering networks: there
is a counterexample that shows that the uc rule is not optimal in the second
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. HoKo92b
node in a tandem network .

The pc rule has been shown in %@t%{%ptimal for a problem of schedul-
ing service in parallel queues in a setting of a stochastic zero-sum game (that
corresponds to a worst case control) where the arrival are MADP (an extension
of MAP processes that allows the arrival process to be controlled).

Other scheduling problems We briefly mention other ,“ﬁhgg%lligl é)l%f)blems.
Schedulling with deadline constraints has been stuﬂ%'egrin k)

In the case of finite queues, it has been observed at the control %Q&]
is equivalent to that of optimal routing. This observation has been used in %,—Uf
that solved stochastic scheduling of servic 01%151}‘ A9 Shate information. Other
references on the case of no information is [T18, 131J.

A special class of scheduling is polling problems, which we describe in the
next section.

), AGHK98

9 Polling

The terms polling is used when a single server moves between several queues.
Upon arrival to a queue, some customers in the queue are served and then the
server moves to another queue. The number to be served may depend on the
number of customers in the queue. An important feature of polling systems is
that when the server moves from one queue to another then switching times or
switching costs are incurred.

Polling systems are used to model LANs — local area networks (these are the
networks that interconnect computers, printers etc within a department or a
university) or MANs — metropolitan area networks (these are deployed over an
area of up to 100km? and serve to interconnect local area networks). Examples
of LANs that can be modeled using polling systems are the e]EEg]; 802.4 token
bus and the IEEE 802.5 token ring (Chapt, s 4.5.3-4.5.4 in }5I J. Examples of
MANSs modeled as polling systems are the .

Polling systems can also be used to model the scheduling of transmission of
packets in the output of an ATM switch.

Interesting control problems arise in the context of polling; the schedule
problem: in what order should queues be visited and the service regime: how
many %%g‘lffg’glr_@egg,bgcﬁgﬂed upon a visit to a queue.

In [70, 71, 274]," a polling system with infinite queues is considered. The
problem of which queue to visit next (for a fixed given service regime) is formu-
lated as an MDP. The objective is to minimize the expected weighted waiting
time accruing to the system per unit time. Another control problem is then for-
mulated: the choice of a permutation of the set of queues {1, ..., N}. The server
then visits these queues according to that order (using a fixed service regime in
each queue). Once all the queues are visited (we call this a cycle) a new choice
is made for the next cycle. The objective is to minimize the expected cycle
time. This problem is completely solved in %U'r—@ding to a simple rule which
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is optimal for both gated! as well as exhaustive service regimes?: the visit is
according to the increasing order of the values of n;/A;, where n; is the number
of packets at queue 4 in the beginning of the cycle, and ); is the arrival rate to
that queue. The %;Cgﬁ_ﬁlity of the same criterion under other service disciplines
is established in . rouneYbuffer

A similar formulation of an MDP is derived in F?Z’T’fmng systems with
a single buffer, and some optimality results are obtained under particular as-
sumptions.

Several papers study the optimal dynamic polling under various informa-
tion structure. The maximization of the throughputs for polling system with a
single buffer is studied innfgaméfgﬁl the case of no state information, whereas the
corresponding infinite buffer cas jp which the weighted sum of expected work-

@%lghs Ltlnlmmlzed) is studied in . Other information patterns are handles in

Other papers that consider the objective of minimization of expec @’%iﬁ(%%dlyg 4 BLYS1 BoxmaLW. ChandiC.Hof
workload or weighted average queue lengths in polling systems are {g, 75, 39,
69, 68, 100, 119, 152, 179, 176, 275] and references therein. In general, the
problem of minimizing the expected (weighted) workload is a difficult one and
standard dyna lic programming techniques have been seldom used in the ref-
erences above . Characterization and structure of ]3%131%1 glicies have
been derived using sophistj tj‘ed sample path appro a}L FWS_‘TBE%LteChmques
based on ngigmodularity , fluid approximationsaﬁ%and diffusion approx-
imations gS]l_Some papers restrlc‘?ﬁgsagglggnﬁ}glgé:]@ﬁ? gt B&)Illl(’glgs and consider

the optimization among this class [38, 59, 60, 61

10 Wireless and satellite communications

wireless

In wireless and mobile satellite networks there are other dynamic control prob-
lems that are due to the mobility.

control of handover and admission If a call is accepted and established
then the mobile terminal transmits and receives information from a local base
station that covers the area in which it is located. This area is called a cell. If a
mobile moves from one cell to another, then a handover of the communication to
the new base station has to take place in order for the call to continue. Usually
one puts more importance to maintain an existing call than to accept a new one.
Thus when accepting a call at a cell, one should have in mind that this decreases
the number of calls that can be handed-over to that cell from neighboring ones.
Several paper el},l%gg HEI%GMDPS to solve the call admission control for mobile
networks, see [IIG, 17,

Another related problem is how to decide whether and when to perform a
handover. The decision may take into account the movements of the mobile

lin the gated regime, a packet is served in queue i if and only if it is present there upon
the arrival of the service to that queue
2the server stays in a queue till it becomes empty
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and the streFQ 5of the signal. A solution of this problem using an MDP can
be found in .

Routing in wireless networks More complex routing problems occur in the
case where users are mobile. Moreover, the nodes themselves may be m lg_lL as
is the case in satellite communi LoD 1S 'IgggLow Earth Orbit satellites , or
in so called “Ad-hoc Networks”c}g'U'?,_TFG?Lﬁl Ad-hoc networks, adaptive decen-
tralized routing is again used, but it should be very sensitive to changes in the
topology. In satellite communications one can often use simpler routing schemes
since the movement of the routers (the satellites) is predictable. Routing in such
networks is an active area of research. To the best of our knowledge, dynamic
programming or MDP tools have not yet been applied to routing through mov-
ing satellites, whereas in Ad-hoc networks, dynamic programming is still the
basic tool for determining shortest paths.

Scheduling transmission opportunities The scheduling of transmission
opportunities between the mobile terminals is determined by the base station.
An important factor that is specific to wireless communication is that there
may be disconnectivity problems due to the fact that the communication link is

more vulnerable to physical obs.tacles,| &ﬁh&g @%dggqioﬁggqpﬁpp?geps gtglat have
addressed this control problem are in [[25, 77, 150, 246,

. . aKS93, MaHS94
%gr control problems are mobility tracking ;ZIS, |g3 , and energy control

; for the latter problem we do not know of an MDP solution approaches,
but we believe that it could indeed be used.

11 MDPs in applications of the World Wide
Web

Most of today’s traffic on the Internet is World Wide Web traffic, which makes
it an important field of application of optimal control techniques. The World
Wide Web offers search engines, such as Altavista, Lycos, Infoseek and Yahoo,
that serve as a database that allow to search information on the Web. These
search engines often use robots that periodically traverse a part of the Web
structure in order to keep the database up-to-date by copying the Web pages
from around the world into the database. An important control problem is that
of efficient design of these search engines. In particular, the question that arises
is how often should pages be fetched in order for the information in the data-
base to be update. It is required to minimize the probability that a request for
an information on a page finds that page in the data-base out-of-date, i.e. that
the page has since been modified but the new version has not yet been updated
in the data-base. Fetching pages is a costly operation, and efficient updates
(taking into account the frequency that a page is requested) is crucial.
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Several papers have studied this problem using MDPs. %g’%? consider a
problem where there is a fixed number of M Web-pages. The contents of page
1 is modified at time epochs that follow a Poisson process with parameter p;.
The time a page is considered up-to-date by the search engine is the time since
the last visit by the robot until the next time instant of modification; at this
point the Web-page is considered out-of-date until the next time it is visited by
the robot. The times between updates by the robot are given by a sequence

oSS éaéi to be i.i.d. A simple policy based on &&olden—ratio approach

, is shown to perform close to optimum. In ¥ the i.i.d. assumption is
relaxed and the 7, sequence is only assumed to be stationary. The problem is
then solved using a finite MDP, and the existence of periodic optimal policies is
established. The solution, using MDPs of some related problems can be found
in http://www.path.berkeley.edu/~guptar/webtp/index.html.

Other a, jragio N%]QNDPS to the control of search engines in the Web can
be found in )

12 Solution methodologies

We shall survey in this section some solution methodologies that were successful
in problems in telecommunications. Some of these are classical and are related
directly to general solution methods of dynamic programming equations. Some
other solution methods, however, make use of special properties of queueing
networks which are useful in modeling problems in telecommunications.

We have already mentioned in the previous sections the use of restless ban-
dits together with the Gittens index for scheduling problems, and the use of
conservation laws (which are especially used in scheduling as well). We further
discussed in the part on flow control the advantage of linear quadratic frame-
work, which could be also used in other contexts (e.g. in dynamic bandwidth
allocation). Below we present several other techniques and methodologies which
are very useful in telecommunication applications.

Structural characteristics of optimal policies Due to the curse of dimen-
sionality of dynamic programming, researchers have been interested in inferring
the structure of optimal policies and/or of the value function. In some cases,
when one knows the structure of optimal policies, the original optimal control
problem can be reduced to that of an optimization problem over a small subclass
of policies that possess the required properties.

A very popular method for obtaining the structure of optimal policies goes
through value iteration as follows. Under quite general conditions, if one knows
the value function then one can compute the optimal policies as the policy that
chooses the argument of the optimization (maximization or minimization) of
the corresponding dynamic programming. The question is then how does the
argument of the optimization behave as a function of the state. This of course
depends on the properties of the immediate rewards (or costs), the transition
probabilities, and the value of the dynamic programming. For a given set of
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transition probabilities, one can often show that if the immediate rewards and
value have some properties (such as convexity or concavity or submodularity)
then this implies the required struct reg f the argument of the optimization and
thus of the optimal policy (see e.g. .

For example, in many one-dimensional queuing systems, if the value fun KON ooosc
is convex then the policy that minimizes the costs is of threshold type TFFUB,_';
147]. In two dimensional problems, su%%%%ﬂarity often implies the optimality
of monotone switching curve policies In routing problems, weak Schur
convexity of the value function implies typically the optimality of the policy
that routes a customer to the shortest queuecﬁ'ZTT“

In order to obtain now the required properties of the value function, one
proceeds by value iteration. One first checks that the terminating cost has
this property; in case of infinite horizon (discounted cost) one can choose some
arbitrary terminating cost (typically a cost that is everywhere zero) that has the
required property (which will not have an influence on the value for the infinite
horizon). Then one checks by iterating the dynamic programming operator
that the value for the n-step horizon also possesses the required structure for
any integer n. For the infinite horizon case, one then has to establish that the
property also holds for the limit (as n tends to infinity), which coincides with
the value for the infinite horizon (under fairly general conditions).

The above approach can be used not only to establish properties of an op-
timal policy or the optimal value, but also to compare the values of different
policies or the value corresponEgEiEjf go different statistical assumptions. For
example, this method is used in ’ o show the advantage of stochastic multi-
plexing of many small sources, by comparing the performance of one big source
to that of several small sources.

We finally note that other techniques can be used to establish structural
properties of optimal policies, and in particular sample path methods, which
are discussed in the next paragraph.

Sample path methods Several sample path tﬁ]chgégul\fzs &%Vﬁal Ig:ﬁp §$Qg£?£ Wal188

solving MDPs in queueing applications, see e.g. [I99, 20
thurough survey on these methodologies can be found in Igg The most fre—

quently used are interchange arguments, in which one can show that by inter-
changing the order in which actions are taken, the policy can be improved. This
ea(f}él ique has been used for both routing as well as scheduling problems, see e.g.
. This approach is based on coupling: one constructs on the same probabil-

ity space the evolution of a two stochastic systems that differ only in the control,
but not in the driving sequence (such as interarrival times or service times). An
opposite approach is, on the contrary, to change the probability space and solve
the control problem in the new space instead, which if chosen appropriately is
simpler to solve. In some cases, although the probability spaces are different,
the costs depend only on some marginal (rather than joint) distributions and is
thus the same for the two models. An example is routing to parallel symmetric
queues with no state information (for appropriate costs). One constructs a new

26



model for which (potential) service times are the same in all queues, which al-
lows to establish the optimality of a round robin policy for the new dels it
then turns out that this policy is also optimal for the original model , P-
264].

Stability analysis There is a whole class of MDPs that arise in telecommu-
nications for which the solution goes through stability analysis, and typically
through Lyapunov function techniques.

As an example, consider the assignment or polling problem when the con-
nections between each queue and the server is broken at random times and for
random durations. The possibility of such interruptions complicates the control
problem considerably, since the possibility that any queue might not be avail-
able to the server at any future time needs to be accounted for in choosing the
current server allocation. This problem is typical for wireless communications
in which noize can cause disconnectivity problems. The goal is to maximize
the throughput. The solution approach is to first find stability conditions that
are necessarily for an arbitrary policy, and then show that a the same stabil-
ity condition is a sufficient opdition, under some given candidate policy. This
approach has been used in Fﬂ‘g,—ﬁf%_where it was shown that the policy that
serves the longest connected queue is optimal. Lyapunov functions that are
quadratic in the state were used to obtain the stability condition. A rel tedo.
problem in satellite com Inications was solved with a similar technique in %@
The same problem as in was later solved under more refined criteria

using 'ﬁug'&oqa &roximations.)
In ) state dependent routing and flow control is considered in a

queueing network with arbitrary topology. The routing is based on local state
information. In addition, the rate of a server is controlled based on local in-
formation (which means that the outflow is controlled). A distributed policy is
%%gfg to achieve maximum throughput in the case of delayed state information

oS Fptimal scheduling in another type of network topology is considered in
, namely ring networks. Again, a scheduling policy with maximal stability
region is obtained.

Fluid limits and diffusion approximations Telecommunication systems
are usually described as discrete event systems, where discrete units of infor-
mation (bits, cells, packets or sessions) are transmitted at at discrete times.
Due to the curse of dimensionality of dynamic programming it is often im-
possible to solve optimal control problems in networks within this framework.
Two less granular approaches are the fluid limits and the diffusion approxima-
tions, in which the transmission of discrete information units is approximated
by the transmission of a deterministic fluid and of a stochastic fluid, respec-
tively. In both approximations, the fluid represents the expected workload or
the number of customers that arrive, that are present, and that leave the sys-
tem. Using functional laws of large numbers for the fluid approximation and
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functional central limit theorems for the diffusion approximation, one can typ-
ically show that these approximation become tight at high loads. They allow
to approximate the value and to obtain policies that are almost optimal for
the original system. Public domain software exists which is specially adapted
to the use of diffusion approximations for telecommunication problems, see
http://www.dam.brown.edu/lcds/software.html. Fluid and diffusion approx-
imations have often the advantage of a collapse of the dimension of the state
space: in many cases, a high dimension, !]Hé)blem reduces to a lower dimensional
one i Ktu}&gasle approximations, see e.g. | for the case of fluid approximations
and %—Fﬁr the case of diffusion approximations.

k02 RaE 0816 vRAP SRS 310G Hai e LRBI IR 66 ORI, Gfe CHAGUGE: 4 this line are
(17,40, 80, 87, 176, 190, 194, 262, Zb?é 29%4J.w dagthllcg%omam animations of fluid
control corresponding to the papers [262, 263, 204J is available on the Web in the

author’s home page bty /rstat haifa ac i/ eweiss, Some reforepcos an Ql%&oalmgz ReWe98, Hein90, HeingOb

InOdekSareullz 113, 141, 170, 171, 172, 173, 174, 175 213, 218 209, 206

In yet another type of ﬁu1d rnodels, one consider two time scales. The dlstrl—
bution of the arrival and/or service in a network may very in some stochastic way
(whose distribution is possibly controlled) at a time scale which is much slower
than the transmission time of packets. In that case one uses some environment
state to describe the slow variation of the distributions of the parameters of
the network, and then use a fluid approximation only to replace the granular
arrivals a FEgs}rvice in each given environment by a fluid. In that context, re-
cent work [I8] shows that fluid limits are not only approximations that become
asymptotically tight (in some appropriate scaling), but also that they are in fact
optimistic bounds on the %g.;(grmance.

Using this approach, [ considers combined admission and flow control.
The state of the network depends on the number of sessions of different traffic
types, which varies at a time scale much slower than the controlled transmission
of packets. Termination of sessions (and thus the decrease in their number)
occurs according to an exponential distribution. The arrival of new sessions of
different types occur according to a Poisson process, and the admission control
can decide to accept or reject an arrival of a session. Once in the system, the
rate of transmission of packets (mode% fluid) of each session, is controlled.
Another example of this approach is who consider a fluid model for the
optimal flow control.

g psage
and further in [b8, 157] in the confext of non-controlled Markov chains,

allows to obtain the performance measures by a recursive numerical method that

is based in the expansion of the value function in the load parameter. Recently

}ilé%bm[& ag(,‘l has been extended to MDPs and optimization of Markov chains in
, and applied to several problems in optimization and control of ﬂgﬁg&%% Me96

systems, which can be used to model scenarios in telecommunications

g%er series algor Btlancpsa%olgower Seres algorithm, developed originally in
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Neuro-dynamic programming Neuro-dynamic programming (NDP), also
known as reinforcement learning, is a recent class of methods t af gan be used
to solve very large and complex dynamic optimization problems . NDP com-
bines simulation, learning, neural networks or other approximation architectures
and heuristic, with the central ideas in dynamic programming. It provides a rig-
orous framework for addressing challenging and often intractable problems from
a broad variety of fields. As such, it is a promising tool for for solving large scale

control problems in telecommunicati%%si.gs&pplication%glﬁogk)ias) Pg}ﬁ%golgl&laog%z in

telecommunications can be found in [50, Sec. 8.5] and [76, 192, 210]

13 Concluding remarks

We have provided a survey of the areas in telecommunications in which MDPs
have been applied and in which they have potential application. In addition, we
have surveyed some modeling issues (multiagent and information issues) as well
as solution techniques (other than the standard dynamic programming) that
are special to telecommunication applications of MDPs.

In preparing this survey we have interviewed around forty researchers work-
ing on MDPs and on telecommunications. Our general impression from these
interviews and from the preparation of the survey are the following.

(i) telecommunication networks is a very rich area of application that had an im-
pact on MDPs, including the development of theoretical tools that seem adapted
to problems encountered in telecommunications.

(ii) Optimal control and applied mathematics are not central in the development
of telecommunications and network technology, as opposed perhaps to areas
such as aeronautics, robotics. Some people interviewed regretted that souls that
venture into today’s communication problems do not have a solid background
of the fundamentals issues addressed by control theory.

(iii) Dynamic programming techniques did have an important impact in some
areas, and in particular on routing (Bellman-Ford and other algorithms). The-
oretical work using MDPs that were mostly cited in the interviews as having
an impact in telecommunications i RATY of )85, 163 on admission control and
routing. Dziong and Mason’s work was implemented in the Bell Canada net-
work. Moreover for the work they received the First Stentor award for Industry-
University Collaboration (along with A. Girard, J. Regnier and H. Cameron
from NORTEL) in Telecoms, which is one of the most prestigious awards in
Canada.

(iv) We believe that MDPs has an important potential for applications in MDPs,
in particular in the areas of scheduling in ATM switches, in buffer management
schemes (admission of packets of different priorities to buffers) and in flow con-
trol.
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