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We evaluated our algorithm on the Benchmark for 3D Interest Point Detection Algorithms [2], whose goal is to provide
quantitative evaluation for detecting interest points vs. human-marked points. The benchmark contains 43 models organized
in two data sets. Data-set A includes 24 of the models for which 23 human subjects have marked the interest points. Data-
set B contains all the 43 models marked by at least 16 human subjects. The benchmark evaluates six techniques: Mesh
saliency [4], salient points defined by Castellani et al. [1], 3D-Harris [6], 3D-SIFT [3], scale-dependent corners [5], and Heat
Kernel Signature (HKS) [7].

Measurements: Two criteria are being used while constructing the ground truth: the radius of an interest region ¢ and the
number of users n, who marked a point within this interest region. Interest points whose geodesic distances to each other
are less than 20 are grouped together. If the number of points in the set is less than n, this set is discarded. Otherwise, a
representative from the set is selected and set as the ground truth interest point.

Three measures are used to evaluate the performance: the False Negative Error (FNE), the False Positive Error (FPE) and
the Weighted Miss Error (WME), as explained below.

Let us denote the set of ground truth points for model M as G(n, o), and the set of interest points detected by an algorithm
as A. For an interest point g in a set G, a geodesic neighborhood of radius r is defined as C,-(¢) = {p € M | d(g,p) < r},
where d(g,p) corresponds to the geodesic distance between points g and p. The parameter 7 controls the localization error
tolerance. A point g is considered to be correctly detected if there exists a detected point a € A in C,.(g), such that a is not
closer to any other point in G. Denoting the number of correctly detected points in G as N and the number of points in G as
Ng, the false negative error rate at localization error tolerance r is defined as

FNE(r) =1 - —~C. (1)

To calculate the false positive error rate, each correctly detected point g € G corresponds to a unique a, the closest point
to g among the points in .A. All the points in .4 without a correspondence in G are declared as false positives. The number
of false positives is defined as Np = Ny — N¢, where IV 4 is the number of interest points detected by the algorithm. The
False Positive Error (FPE) rate at localization error tolerance 7 is then defined as:

Np
=Ny
To incorporate the prominence of an interest point into the evaluation, another miss error measure is used, named the

Weighted Miss Error (WME). Assuming that within a geodesic neighborhood of radius r around the ground truth point
gi € G, n; subjects marked an interest point, the Weighted Miss Error is defined as

FPE(r) )

1 e
WME(r)=1— ——— 51‘7Li, (3)
) zﬁm;

1 if g; is detected by the algorithm

where d; = { 0 otherwise.



The WME’s range is between 0 and 1. An algorithm gets a low WME if the points it detects are frequently voted by the
human subjects. This error measures the ability of an algorithm to detect the most prominent interest points. It also makes it
possible to take into account less significant interest points, which would have been discarded by hard thresholding with high
n.

Results: We ran our algorithm on the vertices of the meshes, without using any connectivity information. To extract key
points from our saliency map, we use the same method described in [2]. Specifically, candidate interest points are selected
from the local maxima of the saliency map. A vertex is marked as a local maximum if its saliency is higher than that of all its
neighboring vertices. Then, the candidate points with saliency higher than a threshold are selected as the final interest points.
The threshold used is the average saliency over all the local maxima.

Figures 1 and 2 show the performance of the six methods tested in [2] and ours, with respect to the localization error
tolerance r. The lower the graphs, the better the results. With an ideal interest point detection algorithm, the errors are
expected to drop very quickly with respect to r. A rapid drop in FNE means the algorithm catches the interest points with a
low localization error. A rapid drop in FPE indicates that the algorithm does not return excessive interest points.

As the graphs show, for both datasets and for most of the settings of ¢ and n, the FNE and WME drop faster with our
algorithm, compared to the other methods. As the localization error tolerance increases, our method detects more ground-
truth interest points than the competing methods; i.e. achieves lower FNE and WME. The low WME measure demonstrates
the ability of our algorithm to identify the semantically-significant interest points. Note that all the algorithms, except the
HKS [7] method, mark more interest points than the human users. For the FPE measure, our method is similar to the results
of other methods. Only HKS outperforms it significantly, since it detects very few key points, mainly extremities, which
usually match the key points marked by humans.
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Figure 1. Evaluation on the Benchmark for 3D Interest Point Detection Algorithms [2]: Our algorithm’s performance graph is colored
with red. The figure shows the performance on Dataset A (24 Models, 23 Subjects). Each column shows a different error: False Negative

Error, Weighted Miss Error, and False Positive Error. The settings for obtaining the ground truth are indicated under the plot. The lower
the graphs, the better the results.
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Figure 2. Evaluation on the Benchmark for 3D Interest Point Detection Algorithms [2]: Our algorithm’s performance graph is colored
with red. The figure shows the performance on Dataset B (43 Models, 16 Subjects). Each column shows a different error: False Negative

Error, Weighted Miss Error, and False Positive Error. The settings for obtaining the ground truth are indicated under the plot. The lower
the graphs, the better the results.



